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How are some thoughts favored over others? A wealth of

data at the level of single neurons has yielded candidate

brain areas and mechanisms for our best-understood model:

visual attention. Recent work has naturally evolved toward

efforts at a more integrative, network, understanding. It

suggests that focusing attention arises from interactions

between widespread cortical and subcortical networks that

may be regulated via their rhythmic synchronization.
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Introduction
Everybody has experienced our brain’s strict bottleneck

that only allows a few simultaneous thoughts. An un-

derstanding of cortical function, then, ultimately depends

on insight into how cortical networks coordinate to focus

their processing on the same thought. The best under-

stood model of this is visual attention.

Neurophysiological studies have provided a wealth of

insight on the neural mechanisms of attention, corre-

lates of which are seen in virtually all cortical areas that

process visual information (i.e. most of cortex). This has

led to an increased experimental focus on how these

widespread neurons form functional circuits. The con-

sensus across a large number of studies, including both

animal electrophysiology and human imaging work,

suggests attention stems from a frontal–parietal control

network acting on visual cortex. Within this network,

synchronized oscillations (the ‘brain waves’ long

known to vary with attentional focus) may provide a

substrate that allows interactions between specific

regions, thereby selecting the neural representations

that will win the competition for limited cognitive

resources.
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Finding the top and bottom in attention
networks
Attention can be captured in a bottom-up fashion, by a

salient stimulus. For example, brightly colored or fast

moving objects are often important and are therefore

salient. But intelligent behavior depends on top-down

control signals that can modulate bottom-up sensory

processing in favor of inputs more relevant to achieving

long-term goals. Neurophysiological studies have begun

to distinguish the circuitry, within a shared frontal–par-

ietal network, that guides top-down and bottom-up atten-

tion (Figure 1).

Bottom-up attention signals may be first extracted in, and

therefore flow from, the parietal cortex. One particular

region, lateral intraparietal cortex (LIP), seems to contain

saliency maps sensitive to strong sensory inputs [1]

(Figure 2). Highly salient, briefly flashed, stimuli capture

both behavior and the response of LIP neurons [2,3].

Microstimulating LIP biases visual search toward the

corresponding location in the presumptive LIP saliency

map [4�]. Saliency maps are thought to automatically

select the strongest sensory input via competition be-

tween map locations. This may result from interactions

between excitatory receptive field centers (ERFCs) and

inhibitory surrounds (Figure 2). The planning of a sac-

cade to a location outside the ERFC suppresses LIP

activity to a stimulus in the ECRF, reflecting LIPs

center-surround structure [5]. Saliency maps are also seen

in the frontal cortex [6,7] as are center/surround inter-

actions [8]. However, LIP neurons signal salient stimuli

with a short latency [9,10], shorter than the frontal cortex

[11,12]. This suggests the neural signals reflecting the

bottom-up capture of attention flows from parietal, not

frontal, cortex. The saliency maps in parietal cortex may,

in turn, be partially inherited from midbrain structures

[13]: local inactivation of superior colliculus disrupts an

animal’s ability to select a salient stimulus [14].

By contrast, the network interactions for top-down shifts

of attention networks seem to flow in a different direc-

tion: originating in frontal cortex, the brain region most

associated with ‘executive’ brain functions. Deactivation

of the frontal eye fields (FEF) disrupts planned (top-

down) saccades but has no effect on bottom-up stimulus

detection [15]. Similarly, removing the top-down influ-

ence of the frontal cortex on visual cortex by combining

unilateral PFC lesions with a split-brain transection

results in monkeys that cannot flexibly switch their

attention to constantly changing targets but has no effect

when attention can be automatically grabbed by a salient,

pop-out, target [16].
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Figure 1
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Summary of interactions between brain regions that give rise to both bottom-up and top-down control of attention.
Neurophysiological studies also suggest that top-down

signals may originate from the frontal cortex (Figure 1).

Frontal cortical neurons reflect shifts of top-down atten-

tion with a shorter latency than parietal area LIP [11,12].

When attention is focused, the FEF and visual cortex go

into rhythmic synchrony (more below) with a phase offset

that suggests the former is driving the latter [17]. If

internal control of attention originates in frontal cortex,

artificial activation of frontal cortex should induce the

type of top-down modulation of visual cortex seen during

volitional shifts of attention. Indeed, microstimulation of

the FEF produces top-down attention-like modulation of

visual area V4 [18]. This can also be seen by modulating

dopamine in the FEF, the neurotransmitter system most

associated with reward and goal-directed behavior [19].

But how exactly do top-down signals from frontal cortex

influence visual cortex? First, it may act via a cascade

down the visual cortical hierarchy instead of being ‘broad-

cast’ simultaneously to multiple visual cortical areas. Just

as volitional shifts of attention appear with a shorter
www.sciencedirect.com 
latency in frontal cortex than in LIP [11], they are seen

in LIP before visual cortical area MT [20]. Similar effects

are seen in the ventral visual stream: attention to a visual

stimulus first enhances the response of V4 neurons, then

V2 neurons, and, finally, V1 neurons [21]. This cascade

presumably allows the top-down signals to selectively

enhance the level of stimulus representation (cortical

hierarchy level) appropriate for the task at hand. Second,

top-down signals seem to be excitatory in nature. Inputs

from the FEF make excitatory synapses on pyramidal

neurons in prefrontal, parietal and visual cortex,

suggesting that top-down signals boost the activity corre-

sponding to attended stimuli [22], perhaps after their

amplification via local recurrent connections. Then, the

suppression of unattended stimuli can occur via local

lateral inhibitory interactions, perhaps via center-sur-

round antagonism (see above; Figure 2).

Synchrony as a mechanism of attention
It has long been known that brain waves (coordinated

oscillations among many neurons) vary their frequency
Current Opinion in Neurobiology 2013, 23:216–222
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Figure 2

Lateral competition between stimulus
representations (see A) inhibits weaker
representations while boosting stronger
ones. This provides a mechanism for
selecting a stimulus by its saliency (see B).
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Local, recurrent, circuitry within posterior cortex that gives rise to automatic selection of salient stimuli, possibly through rhythmic activity. (a) Center-

surround structure of LIP receptive fields. (left) A single neuron that responds preferentially to stimuli briefly flashed in its receptive field (purple outline)

and is inhibited by surrounding locations (red outline). This effect is consistent across the population (right). Adapted from Falkner et al. [5] with

permission. (b) LIP neurons encode salient objects, regardless of stimulus identity. Adapted from Arcizet et al. [11] with permission. (c) Electrical

stimulation of frontal eye fields induces high-frequency oscillations in parietal cortex. High-frequency oscillations are only increased when FEF is

stimulated (bottom row) and the target is in the receptive field of the LIP recording site (left column). Adapted from Premereur et al. [37��] with

permission.
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with cognitive focus. Recent studies have shown how the

brain waves may reflect mechanisms that control network

interactions.

Oscillations create synchronous spikes that can have a

greater impact than unsynchronized spikes as they all

arrive simultaneously at downstream neurons [23,24].

This coincident input is known to have a superadditive

effect. Therefore, if sensory neurons tuned to the same

stimulus synchronize their firing, that stimulus will be

more strongly represented in downstream areas. In this

fashion, local synchrony may help the brain to improve its

signal-to-noise ratio while, at the same time, reducing the

number of spikes needed to represent a stimulus [25,26].

If true, then one might expect the spiking activity of

synchronized neurons to carry more information than

non-synchronized neurons. Indeed, this has been seen

for remembered stimuli in the prefrontal cortex [27] and,

in fact, only synchronous neurons in parietal cortex predict

behavior in a reach-and-saccade task [28�].

Synchronized spikes, then, seem ideal for focal attention

because some stimulus representations must be enhanced

at the expense of others. Support comes from obser-

vations that increased attention modulates oscillatory

synchrony in visual cortex [29,30]. Neurons in area V4

with receptive fields encompassing an attended stimulus

increased synchronized gamma band (30–90 Hz) oscil-

lations [29]. By contrast, neurons representing an unat-

tended stimulus showed increased low frequency

(<17 Hz) synchronization. One explanation for this is

that low frequency synchrony may reflect common and

thus uninformative inputs to the neurons. Thus, the

negative correlation between low frequency synchrony

and attention may reflect a mechanism that improves

information transmission by removing these common

‘noise’ sources [31,32].

Different neural mechanisms may give rise to different

frequency oscillations [33]. Higher frequency rhythms

(>30 Hz) may reflect competitive interactions between

inhibitory neurons [34], the same sort of competitive

interactions that can capture salient stimuli (see above;

Figure 2). In fact, high-frequency synchrony is seen

within and between cortical and subcortical areas

during bottom-up capture of attention [11,29,35�]. In

addition, high-frequency synchrony occurs within a

cortical area between neurons that are sensitive to an

attended stimulus [36]. What this all suggests is that

higher frequency (>30 Hz) synchrony may result from

the local interactions that underlie the computations of

stimulus features within a cortical area. Top-down

signals add energy to these circuits, boosting the syn-

chrony of an attended object. Supporting this hypoth-

esis, microstimulation of the FEF induces high-

frequency oscillations in LIP when a target is in the

neuron’s receptive field [37��].
www.sciencedirect.com 
Coordinating network interactions via
synchronized rhythms
If attention engages networks throughout the cortex then

it follows that there must be mechanisms that regulate

network interactions, sculpting communication between

brain areas so that top-down and bottom-up signals find

their intended targets. Rhythmic synchrony may provide

it. If two brain areas oscillate in phase they are more likely

to influence one another and if they are out of phase, they

are less likely to influence each other. This has led to the

suggestion that inter-areal synchrony could be used to

flexibly change the effective connectivity between areas

[23,24]. Abnormalities in the oscillations could explain

neuropsychiatric pathologies such as schizophrenia [38].

Support for this comes from observations that inter-areal

oscillatory synchrony between prefrontal, parietal, and

visual cortex increases with focal attention [11,20,39]. This

synchrony can be quite specific, reinforcing communi-

cation between like and behaviorally relevant representa-

tions. For example, during visual attention, visual, not

movement-related, neurons in the frontal cortex showed

synchronized oscillations with the visual cortex. Further-

more, this synchrony is limited to neurons whose receptive

fields overlap the attended object [40��]. Synchrony be-

tween areas within visual cortex is also highly specific:

subregions of V1 that represent an attended object will

synchronize with downstream V4 neurons with overlap-

ping receptive fields, even to the exclusion of other,

competing but unattended, stimulus representations in

V1 [41��]. This specificity argues for a direct functional

role for synchronized rhythms in attention.

But how is this coordinated across the cortex? Neuromodu-

lators, such as acetylcholine, modulate cortical oscillations;

synchrony may arise from it acting on several cortical areas

simultaneously [42]. Inter-areal synchrony may also be

regulated by subcortical structures, like the thalamus, that

project widely and therefore are in an ideal position to

regulate activity across cortical regions [43]. Recent sup-

port for this comes from observations that during visual

attention there are increases in higher frequency synchrony

between cortical areas along with an increase in low fre-

quency synchrony between the thalamus and cortex.

These low frequencies may provide a ‘carrier wave’ on

which higher frequency oscillations across cortex can

become entrained [44�]. Consistent with a thalamic gen-

erator, low-frequency oscillations are stronger in the dee-

per layers of cortex that project to the thalamus [45].

However, as noted above, previous work has shown a

decrease in low-frequency synchrony within visual cortex

during sustained attention [29,36], necessitating future

work to better understand the role of these oscillations.

In general, lower-frequency oscillations may reflect wider-

ranging coordination than high-frequency oscillations.

This is seen across regions, whether cortical–subcortical
Current Opinion in Neurobiology 2013, 23:216–222
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Figure 3

Synaptic inputs initially
drive asynchronous

neural activity

Activation of local competitive
circuits leads to rhythmic activity

Synchronized outputs
optimize integration
at target neurons.

Suppressed

Cycling of States

ActiveInhibitory

ExcitatoryE

E

E

E E

E

I

I I

Current Opinion in Neurobiology

Recurrent cortical circuitry leads to synchronous rhythms and

discretization of neural processing. Initial inputs are asynchronous (left). By

activating the local circuit this leads to alternating periods of suppression

(middle) and activation (right), observed as rhythms in the local population.

This process discretizes neural computations and ensures all information

is simultaneously available for downstream neurons to act upon. Time

flows to the right. Excitatory and inhibitory neurons are orange and red,

respectively. Active neurons and connections are saturated colors;

inactive neurons and connections are lighter and smaller.
[43,44�] or cortical–cortical [11,46]. Low-frequency oscil-

lations can also exploit rhythms in the external world,

enhancing neural processing by putting neurons and

stimuli in lockstep. When monkeys attend to rhythmic

streams of either sequential visual or auditory stimuli,

LFPs and spikes in cortex synchronize to the rhythm of

the attended stream and not to the rhythm of an unat-

tended stream [47]. Brain oscillations can also exploit, or

even create, lockstep between the brain and behavior.

During search of a visual display, shifts of covert (‘mind’s

eye’) attention and its correlate in FEF neurons synchro-

nize to lower-frequency, beta (�25 Hz) oscillations

across the frontal cortex. This suggests a lockstep be-

tween neural activity and periodic sampling of the exter-

nal world via an attentional spotlight [48�]. Similar

periodicity of attention has been observed in humans

[49]. Indeed, much of sensory intake is periodic, whether

regularly shifting attention and/or the eyes, touching a

surface, or sniffing an odor. The correlation between

neural oscillations and behavior suggests sampling the

external world is periodic because the underlying neural

processes are themselves rhythmic.

Concluding remarks
We have discussed how visual attention may be focused

via a frontoparietal network acting on visual cortex and

how top-down and bottom-up attention may emanate

from different parts of this network (frontal and parietal

cortex, respectively). These network interactions may be

regulated via rhythmic oscillations which may also sup-

port periodic sampling of the external world. This could

extend to all cognitive processes, suggesting our brain

does not operate continuously, but rather discretely, with

pulses of activity routing packets of information [50].
Current Opinion in Neurobiology 2013, 23:216–222 
Such discrete cycles would provide a backbone for

coordinating computations (and their results) across

disparate networks. This ensures that all needed infor-

mation reaches the correct downstream neurons within

the brief time window necessary for their integration

(Figure 3). However, it comes at a cost: it is naturally

limited in bandwidth; only so many things can be com-

puted or carried in a single oscillatory cycle. This can

explain the most fundamental property of conscious

thought, its limited capacity.
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