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To navigate our complex world, our brains have evolved a
sophisticated ability to quickly learn arbitrary rules such as
‘stop at red’. Studies in monkeys using a laboratory test of this
capacity—conditional association learning—have revealed that
frontal lobe structures (including the prefrontal cortex) as well as
subcortical nuclei of the basal ganglia are involved in such
learning1–5. Neural correlates of associative learning have been
observed in both brain regions6–14, but whether or not these
regions have unique functions is unclear, as they have typically
been studied separately using different tasks. Here we show that
during associative learning in monkeys, neural activity in these
areas changes at different rates: the striatum (an input structure
of the basal ganglia) showed rapid, almost bistable, changes
compared with a slower trend in the prefrontal cortex that was
more in accordance with slow improvements in behavioural
performance. Also, pre-saccadic activity began progressively
earlier in the striatum but not in the prefrontal cortex as learning
took place. These results support the hypothesis that rewarded
associations are first identified by the basal ganglia, the output of
which ‘trains’ slower learning mechanisms in the frontal cortex15.

The prefrontal cortex (PFC) is a cortical area important for the
organization of goal-directed, rule-based behaviours; the basal
ganglia are a group of subcortical nuclei long associated with the

control of volitional movements1–3,16–18. Both of these areas receive
inputs from many brain systems (for example, sensory, motor and
reward), which makes them well suited for roles in learning. Their
anatomy also suggests a close relationship—the PFC and basal
ganglia are interconnected in cortico-basal ganglionic
‘loops’19,20—but the nature of this interaction is still unclear.
Some results have led to the suggestion of a sequential relationship,
in which the PFC is involved in new learning and the basal ganglia
are subsequently involved in consolidating familiar routines into
automatic habits21,22. Another hypothesis, not necessarily incompa-
tible with the one above, suggests a dominant role for the basal
ganglia in new learning15,23 due to its anatomical architecture and
the membrane properties of striatal spiny neurons. These hypoth-
eses lead to specific predictions about the time course of learning in
these areas: based on the first hypothesis, the PFC is predicted to
lead the basal ganglia; based on the second hypothesis, the basal
ganglia lead the PFC. Here, we report evidence in favour of the latter
event; that is, learning-related changes appear sooner and progress
more rapidly in the striatum than the PFC.

To test these hypotheses, we simultaneously recorded neural
activity from the dorsolateral PFC (areas 9 and 46) and the head
and body of the caudate nucleus, a part of the striatum that receives
direct projections from, and indirectly projects to, the PFC19,20 (see
Methods). Monkeys learned associations between each of two visual
cues and two saccadic eye movements (right and left, Fig. 1a).
Monkeys were familiar with the task, but each day two novel cues
were used and their associations learned by trial and error using
juice reward as feedback. Once the cue–saccade associations had
been learned, they were reversed without warning and the opposite
pairing was then learned (see Supplementary Note 1).

Figure 1b (left) shows the average behavioural performance
before and after the reversals. Saccade choices dropped to about
0% correct for the first few trials after the reversal because the
previous associations were still being followed. Then, performance
jumped to chance (50%) followed by a slow increase with trial
number. Likewise, reaction time increased by an average of about

Figure 1 Task and behaviour. a, One of two initially novel cues was briefly presented at

centre of gaze followed by a memory delay and then presentation of two target spots on

the right and left. Saccade to the target associated with the cue at that time was rewarded.

After this was learned, the cue–saccade associations were reversed and re-learned.

b, Average per cent correct performance (left) and reaction time (right) across sessions

and blocks as a function of trial number (left: all trials; right: correct trials only) during

learning for two monkeys. Zero (indicated by red arrow) represents first trial after reversal.

Error bars show standard error of the mean.
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50 ms in the first few correct trials after reversal and then gradually
decreased as the reversed associations were learned (Fig. 1b (right),
see Supplementary Note 2). Because the monkeys did not instantly
reverse the associations, we could examine learning across multiple
trial blocks in each recording session. Across 51 sessions, we
examined the activity of 432 PFC and 279 caudate nucleus neurons
(see Methods).

Many PFC and caudate nucleus neurons showed activity that
reflected the saccade direction (PFC: 39% or 168/432; caudate
nucleus: 36% or 101/279 of all recorded neurons), especially around
the time of its execution. Neuronal activity also reflected the cues or
their associations with the saccades (see Supplementary Note 3). As
the monkeys learned which associations would yield reward, there
was an increase in early-trial activity (that is, activity around the
time of cue presentation) that predicted the direction of the saccade
to be made after the delay. Examples of single PFC and caudate
nucleus neurons with this ‘prospective’ activity and the develop-
ment of this activity with learning are shown in Supplementary
Fig. 1.

We assessed learning-related changes in saccade direction selec-
tivity for the 168 PFC and 101 caudate nucleus neurons showing
such selectivity during any trial period (analysis of variance
(ANOVA), P , 0.01). Selectivity was quantified with a regression

analysis that measured the proportion of explainable variance in
activity accounted for by saccade direction (PEVdir, see Methods).
PEVdir is shown for the PFC and caudate nucleus populations as a
function of time during cue and delay periods and number of
correct trials (Fig. 2a, b). During the first few correct trials early in
the learning process, both populations showed relatively weak early-
trial direction selectivity. This strength of selectivity increased with
the number of correct trials (especially near the end of cue
presentation), albeit at different rates in the PFC and caudate
nucleus neurons: selectivity increased sooner and more abruptly
in the caudate nucleus compared with the PFC (see Supplementary
Note 4).

This faster increase in early-trial direction selectivity in the
caudate nucleus can be seen in Fig. 2c, which shows the time
when half-maximum selectivity was reached (the ‘rise time’) for
each neuron population on each trial. In the first few correct trials,
rise time is late in the delay, near the time of saccade execution. After
just a few correct trials, rise time in the caudate nucleus is much
earlier as the strength of ‘prospective’ direction selectivity rapidly
increases in the cue period (see Supplementary Note 5). In contrast,
the more gradual increase of early-trial direction selectivity in the
PFC results in a slower leftward shift in rise time. Best-fitting
sigmoidal curves (dashed lines) confirmed that the shift in rise

Figure 2 Change in peri-cue saccade direction selectivity in prefrontal cortex and caudate

nucleus with learning. a,b, Population strength of direction selectivity (PEVdir: proportion

of explainable variance by direction factor) (colour scale) shown as a function of correct

trials and time from cue onset for PFC (a) and caudate nucleus (Cd) (b) during cue (white

lines) and delay periods. Black dots indicate ‘rise time’ (time to half-maximum selectivity).

Selectivity strength increases and appears earlier in both areas as learning takes place.

Changes appear earlier and reach an asymptote sooner in the caudate nucleus than the

PFC. c, Rise times for PFC (blue) and Cd (red). Dotted lines show sigmoids of best fit. Data

shown in a–c are based on correct trials collapsed across all blocks (reversals).

Figure 3 Change in saccade direction selectivity at the time of saccade execution during

the learning process. The same neuron populations and conventions were used as in

Fig. 2. a, b, White dashed lines denote the onset of target spots. Grey lines represent

average reaction time. Peak direction selectivity (colour scale) in PFC (a) and Cd (b)

remains relatively constant, but appears progressively earlier with learning in the caudate

nucleus, as illustrated by rise time (black dots). Note that the colour scales here are higher

than in Fig. 2 (peri-cue period) because direction selectivity is much stronger during

saccade execution. c, Rise times for the PFC (blue) and Cd (red) populations relative to

saccade onset. Black dashed line represents time of saccade onset.
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time was faster and reached an asymptote sooner in the caudate
nucleus (maximum slope (at trial 4) ¼ 480 ms per trial, asymptote
at trial 6) than the PFC (maximum slope (at trial 7) ¼ 108 ms per
trial, asymptote at trial 12) (see Supplementary Note 6). This
sudden increase in early-trial direction selectivity after only a few
correct trials could even be seen in some single neurons from the
caudate nucleus (see Supplementary Fig. 2). This is in sharp
contrast to the monkeys’ more gradual improvement in perform-
ance: 95% of the change in correct choices and reaction time was
only achieved after 20 correct trials per cue. Indeed, PFC rise
times showed a significantly stronger correlation with per cent
correct performance (linear correlation coefficient r ¼ 20.96)
than caudate nucleus rise times (r ¼ 20.79) (see Supplementary
Notes 7 and 8).

Figure 3a, b shows the average saccade direction selectivity for the
same neuron populations before and after saccade execution. Here,
both areas showed strong selectivity, but with clear differences. For
each trial, rise time and peak were earlier in the caudate nucleus than
in the PFC. Additionally, with increasing numbers of correct trials,
selectivity became increasingly pre-saccadic in the caudate nucleus
but not in the PFC; it began and peaked progressively earlier relative
to target onset (‘go’ signal) (Fig. 3a, b) and saccade initiation
(Fig. 3c). In the first few correct trials, rise time in the caudate
nucleus was about 60 ms before the saccade, but occurred 250 ms
before the saccade after 20 correct trials (Fig. 3c). In contrast, PFC
rise times were relatively stable during learning and were centred
closely around saccade initiation.

These results illustrate differences between PFC and caudate
nucleus activity during conditional association learning. Early-
trial caudate nucleus activity quickly reflected the forthcoming
saccade, whereas such activity appeared more slowly in the PFC.
This fits with observations of a striatal infrastructure ideal for rapid,
supervised (reward-based) learning24,25. One possibility is that the
PFC and caudate nucleus are components of different learning
systems that are set in opposition in our task. The cue–response
associations may have engaged the caudate nucleus; the striatum is
thought to be central to the ‘habit memory’ that establishes such
links. However, flexibility (for example, reversal) has been associ-
ated with the PFC, so perhaps activity in the caudate nucleus was
‘ignored’ in favour of PFC mechanisms with slower plasticity, but
consequently greater flexibility. Also, our results may support
hypotheses that learning in the frontal cortex could be ‘trained’ by
the basal ganglia15,26. Dopaminergic reward-prediction error signals
from the midbrain27,28 may allow rapid formation of reward-
relevant associations in the striatum23, which over a course of trials
might train slower, and more graded, hebbian mechanisms in the
PFC via the output nuclei of the basal ganglia and the thalamus15

(see Supplementary Note 9). Behaviour may follow changes in the
PFC or a combination of the PFC and striatum (and other areas29);
this would explain the overall slower time course of behavioural
improvement relative to changes in the caudate nucleus. Although
pre-saccadic activity might also be linked to the improvement in
choices with learning, it seems likely to reflect the decrease in
reaction time; a correlation between caudate nucleus (and frontal
cortex) pre-saccadic activity and reaction time has been previously
demonstrated10,30. These results indicate that during conditional
visuomotor learning, changes in caudate nucleus activity can lead
those in the PFC. A

Methods
Behavioural task
Each trial began with the presentation of a fixation spot, followed by 500 ms of cue
presentation, and 1000 ms of memory delay. Monkeys were required to maintain gaze
within 1.58 of the fixation spot during these periods. After the delay, the fixation spot was
extinguished and two targets appeared on the right and left. A direct saccade to the target
associated with the cue yielded reward (see Supplementary Note 10). After performance
reached criterion ($90% correct over 10 trials per cue) and there were at least 30 correct
trials for each cue, the associations were reversed. Monkeys completed three to eight

reversals (four to nine trial blocks) per recording session (average six trial blocks). For each
session, two new cues (complex, multi-coloured images) were selected at random. In
addition, there were two highly familiar, unchanging cue–response associations that were
randomly intermingled and presented half as often. Results using these familiar cues will
be reported in future publications.

Data collection
Neural activity was recorded from the dorsolateral prefrontal cortex (areas 9 and 46) and
the head and body of the caudate nucleus. Recording wells were positioned stereotaxically
based on images obtained using magnetic resonance imaging. All animal procedures
conformed to NIH guidelines and the MIT Committee on Animal Care. Arrays of 12–24
(8–16 in the PFC and 4–8 in the caudate nucleus) dura-puncturing tungsten
microelectrodes (FHC Instruments), were mounted on custom-made, independently
adjustable microdrives. All isolated neurons were accepted for study without being pre-
screened. Waveforms were digitized, stored and sorted offline based on waveform shape
characteristics.

Data analysis
Two-way balanced analyses of variance (ANOVAs) were conducted on the average
neuronal activity during each of four periods: ‘cue’ (500 ms, starting 100 ms after cue
onset) ‘delay’ (end of cue period to 150 ms before saccade onset), ‘saccade’ (300 ms centred
on saccade onset) and ‘reward’ (250 ms, starting 50 ms after reward onset). As in previous
work7, selectivity after learning was based on the last 10 correct trials per association before
reversal in each block, but results were similar when selectivity was based on all correct
trials. All tests were evaluated at P , 0.01.

Saccade direction selectivity was quantified as the fraction of each neuron’s variance
explained by saccade direction. The total variance (j2) was partitioned into object (j2

obj),
direction (j2

dir), interaction (j2
int) and error (j2

err) terms. Selectivity strength (R2 for the
direction factor) was quantified as (j2

dir/j
2). The proportion of total explainable variance

was (1 2 j2
err/j

2). R 2 was computed for each neuron over a 100 ms centred window, slid in
10 ms steps throughout the trial (see Supplementary Note 11). To quantify changes across
trials, R 2 was calculated for each neuron across an eight-trial window, slid in one-trial steps
over the first 30 correct trials per cue per trial block, collapsed across blocks. Analysis was
restricted to the first 30 correct trials per association, the minimum block length, because
block length varied with learning rate.

We compared direction selectivity across the PFC and caudate nucleus populations
(Figs 2 and 3) by computing the proportion of explainable variance accounted for by the
direction factor (PEVdir) as the ratio of average R 2 and the average total explainable
variance across cells. Thus PEVdir represents the population strength of direction
selectivity. Using R 2 instead of PEVdir yielded similar results, but PEVdir is advantageous
because it expresses saccade direction selectivity as a proportion of explainable variance
without including unexplained variance (that is, that due to uncontrolled variables and
noise). To assess the trend in direction selectivity with learning, we determined the half-
maximum (across all trials) PEVdir for each population separately and then calculated
rise time as the time at which PEVdir in each trial reached that value (see Supplementary
Note 12).
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ABC (ATP-binding cassette) proteins constitute a large family of
membrane proteins that actively transport a broad range of
substrates. Cystic fibrosis transmembrane conductance regulator
(CFTR), the protein dysfunctional in cystic fibrosis, is unique
among ABC proteins in that its transmembrane domains com-
prise an ion channel. Opening and closing of the pore have been
linked to ATP binding and hydrolysis at CFTR’s two nucleotide-
binding domains, NBD1 and NBD2 (see, for example, refs 1, 2).
Isolated NBDs of prokaryotic ABC proteins dimerize upon
binding ATP, and hydrolysis of the ATP causes dimer dis-
sociation3–5. Here, using single-channel recording methods on
intact CFTRmolecules, we directly follow opening and closing of
the channel gates, and relate these occurrences to ATP-mediated
events in the NBDs.We find that energetic coupling6 between two
CFTR residues, expected to lie on opposite sides of its predicted
NBD1–NBD2 dimer interface, changes in concert with channel
gating status. The two monitored side chains are independent of
each other in closed channels but become coupled as the channels
open. The results directly link ATP-driven tight dimerization of

CFTR’s cytoplasmic nucleotide-binding domains to opening of
the ion channel in the transmembrane domains. This establishes
a molecular mechanism, involving dynamic restructuring of the
NBD dimer interface, that is probably common to all members of
the ABC protein superfamily.

Crystal structures of most ABC-protein NBDs determined so far
share the same fold7,8 with a core subdomain (‘head’) that binds
the ATP, and an a-helical subdomain (‘tail’) that includes the ABC-
specific signature sequence (LSGGQ). Dimeric structures revealed
nucleotide-bound NBD homodimers in rotationally symmetric
‘head-to-tail’ arrangement, enclosing two ATP molecules within
interfacial composite sites, each comprising conserved ATP-binding
motifs from the head of one monomer and signature sequence
residues from the tail of the other3,5,9,10. On the basis of this
structural evidence and biochemical studies of reversible dimeriza-
tion of isolated NBDs4,5,11–13, opening and closing of CFTR channels
can be interpreted14 in terms of cycles of NBD1–NBD2 dimerization
and dissociation, induced by ATP binding and hydrolysis, respect-
ively (Fig. 1a). Opening of a phosphorylated CFTR Cl2 channel
seems to require ATP binding to both composite sites because, at
low [ATP], mutations expected to weaken ATP binding can make
nucleotide occupancy at either site rate-limiting for channel open-
ing14. In addition, interfering with hydrolysis prevents the normal
rapid closing of CFTR channels1,2,14. Because photolabelling studies
show that ATP can remain at the NBD1-head site for several
minutes without being hydrolysed15,16, whereas a CFTR-channel
gating cycle lasts only seconds, channel opening and closing seem to
be timed by nucleotide binding and hydrolysis at the composite site

Figure 1 Open CFTR channels correspond to dimerized NBDs. a, Diagram illustrating the

proposed mechanism coupling the opening of the Cl2 channel pore (Cn, closed states; O,

open) in the transmembrane domains (converging, or semi-parallel, straight lines) to the

hydrolysis cycle through the dimerization of NBDs (green, NBD1; blue, NBD2). The

dynamic formation and disruption of a tight NBD dimer interface are represented by major

changes in shape and position simply for clarity (see text). b, Mutating the ‘Walker B’

glutamate, Glu 1371, in NBD2 markedly increases the stability of the Cl2 channel’s open

burst state. Records from patches containing hundreds of channels, activated by

exposure to 5 mM ATP and 300 nM cAMP-dependent protein kinase (PKA, red). Time

constants for current decay fit lines (blue): WT, t ¼ 0.45 s; E1371Q, t ¼ 476 s. Note the

fivefold expanded timescale for the WT record.
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