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Brain Rhythms for Cognition 
and Consciousness

Earl K. Miller1 and Timothy J. Buschman2

What does a thought look like? In neurobiological terms, it is universally
assumed to involve a neural ensemble – a subset of neurons that together
represent an item of information, whether it is a computation, memory,
percept, or desire. This is a bit of a truism. If neurons represent information,
then a subset of them must represent a given thought. What is not so obvi-
ous is how the brain forms ensembles. Neurons, the brain’s basic processing
units, do not have single functions; they do not contribute to just one
thought or memory. Rather, neurons, especially at the higher areas of cortex
central to cognition, are highly multivariate and dynamic. Neurons “mul-
titask”: They process a wide range of often seemingly unrelated information
that can contribute to many different functions and computations. In other
words, neurons do not participate in a single ensemble. They participate in
many overlapping ensembles. Further, consider that intelligent, goal-directed
thought and action requires integration of a wide range of information, not
only about our external environment but also our internal state, relevant
stored knowledge, possible courses of action, and anticipated outcomes. It
thus seems unlikely that normal, rational thought and action stems from
neural activity haphazardly bouncing around the brain’s many networks.
The brain must have mechanisms that coordinate interactions among its
neurons in order to form the ensembles and networks of ensembles that
produce clear and coherent thought and action.
Here, we discuss evidence that the brain regulates the flow of neural “traf-

fic” via rhythmic synchrony between neurons. Neurons form ensembles, and
ensembles become part of larger functional networks, when they “hum” to-
gether. Conversely, they don’t form ensembles, and don’t interact, when they
don’t hum together. In other words, rhythmic synchrony can reinforce or pre-
vent communication between neurons. Synchronizing the rhythmic activity
of two sets of neurons ensures they are in the excited state at the same time
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and therefore primed to transmit information to each other. It follows that
desynchronization of these rhythms would actively interfere with communi-
cation. Thus, by changing the rhythmic synchronization between neurons,
their communication can be altered, changing the flow of information
through the brain. Synchronized brain rhythms may also explain the most
obvious and objective fact about consciousness: it is very hard, often impos-
sible, to think about more than one or a few things at the same time. 

Synchronized rhythms can regulate network interactions
It has long been known that the brain has large populations of neurons

that oscillate in synchrony. These so-called “brain waves” occur across a wide
range of frequencies from very low (< 1Hz) to very high (>60 Hz). They
have long been known to vary with mental state. More relaxed states pro-
duce lower frequency waves and increased cognitive effort produces higher
frequency waves. But, for many years, their exact role in brain function has
been a mystery. This is largely because much of our understanding of brain
networks has been inferred largely from indirect evidence such as anatom-
ical connections and properties of the brain’s individual parts studied in iso-
lation. This modular understanding stands to reason. Identifying and
characterizing the brain’s components is prerequisite to any integrated un-
derstanding of the whole. And technological limitations had largely re-
stricted us to piecemeal investigation. But technical and methodological
advancements have led to increasing investigation and understanding at the
network level. Beginning with the pioneering work of von der Malsburg,
Singer and colleagues, there has been increasing awareness that the precise
synchrony of timing of activity between neurons may be critical in forming
functional networks. 
Oscillations are useful for producing synchrony between neural impulses

(“spikes”). Spikes from two neurons that arrive simultaneously at a third,
downstream, neuron have a bigger impact than if the impulses arrived at
different times (Aertsen et al. 1989; Salinas and Sejnowski 2000; Pascal Fries
2005; Engel, Fries, and Singer 2001). Thus, synchronicity between neurons
can improve signal to noise ratio of neural signals while, at the same time,
reducing the number of spikes (spikes cost energy) needed to represent a
stimulus (Tiesinga et al. 2002; Siegel and König 2003; Aertsen et al. 1989;
Azouz and Gray 2000). If true, then one might expect the activity of syn-
chronized neurons to carry more information than non-synchronized neu-
rons. This has been seen in the prefrontal cortex (Siegel, Warden, and Miller
2009) and, in fact, only synchronous neurons in parietal cortex predict be-
havior in a reach-and-saccade task (Dean, Hagan, and Pesaran 2012). 
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Evidence of the role of rhythmic synchrony in boosting neural signals
comes from studies of visual attention. Increased attentional focus is asso-
ciated with changes in oscillatory synchrony in sensory cortex. Visual cor-
tical neurons that process a stimulus under attentional focus show increased
synchronized gamma band (30-90 Hz) oscillations (P. Fries et al. 2001). By
contrast, neurons representing an unattended stimulus showed increased
low frequency (<17 Hz) synchronization. A variety of evidence suggests
that low frequencies may help deselect or inhibit the corresponding en-
sembles (Buschman et al. 2012; Vijayan and Kopell 2012; Palva and Palva
2011; Ray and Cole 1985). Higher frequency (>30 Hz) synchrony may
result from local interactions within a cortical area (Cardin et al. 2009;
Börgers, Epstein, and Kopell 2008), the same interactions that underlie the
computations of stimulus features within a cortical area (Wilson et al. 2012;
Lee et al. 2012; Reynolds and Heeger 2009). The idea is that attention
boosts the high frequency synchrony of neurons processing an attended
object, thus boosting its impact on other neural processing. Supporting
this hypothesis, microstimulation of the frontal eye fields induces high-fre-
quency oscillations in parietal cortex neurons processing an attended stim-
ulus (Premereur et al. 2012).
Synchrony between regions may also regulate communication across

large-scale brain-wide network interactions. If two different networks in
different brain areas oscillate in phase they are more likely to influence one
another because, as noted above, they are both in an excited and receptive
state at the same time. Conversely, if they are out of phase, they are less likely
to influence each other. This has led to the suggestion that oscillatory syn-
chrony could be used to regulate communication between brain areas
(Bressler 1996; Engel, Fries, and Singer 2001; Salinas and Sejnowski 2000;
Pascal Fries 2005). Support for this notion comes from observations that
inter-areal oscillatory coherence within and between “cognitive” regions
and sensory areas has been found to increase with attention (Buschman and
Miller 2007; Saalmann, Pigarev, and Vidyasagar 2007; Siegel et al. 2008; Gre-
goriou et al. 2009).

Synchronized rhythms form neural ensembles
Above, we discussed how synchronized rhythms can boost neural signals

and regulate which networks in the brain “talk” to one another. The same
mechanisms can also play a role in forming neural ensembles. Just as hum-
ming together allows networks across the brain to communicate more ef-
fectively, individual neurons may form local networks of ensembles when
their synchronized humming reinforces their mutual communication. 
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Some sort of mechanism for selecting specific neurons for membership
in specific ensembles must exist. As mentioned above, many neurons in
higher cortex are very heterogeneous and many seem to “multiplex”. They
signal all sorts of seemingly unrelated information at different times. For
example, at one time a given neuron may convey information about the
concept “cat” whereas a few moments later, it might represent an entirely
different category or precept or even seem to be issuing motor commands
(Rainer, Rao, and Miller 1999; Cromer et al. 2011). Computational mod-
eling suggests that this mixed selectivity allows the system to encode a large
variety of memories, memories, events, rules, etc. with a biologically real-
istically limited number of neurons (Rigotti et al. 2010). 
But this diversity seems to work against the demand to activate a specific

ensemble that represents a specific thought. If higher cortical neurons have
many connections reflecting a wide range of information, why doesn’t neu-
ral activity simply run around the connections and activate many ensembles
in a jumble? Synchrony between neighboring neurons can dynamically
“carve” an ensemble from a greater, heterogeneous, population of neurons
(Akam and Kullmann 2010) by reinforcing mutual activation between the
neurons that form the ensemble (Womelsdorf et al. 2007). Because ensemble
membership would depend on which neurons are oscillating in synchrony
at a given moment, ensembles could flexibly form, break-apart, and re-form
without changing the physical structure of the underlying neural network. In
other words, this may endow ensembles with a critical feature: flexibility in
their construction. Flexibility is a hallmark of higher cognition. Humans
can quickly adapt and change their thoughts and behaviors in order to tailor
them to the constantly changing demands of our complex world. Thus, en-
sembles have to be assembled, deconstructed, and reconfigured from mo-
ment to moment. Synchronized oscillations can provide the substrate.
To test this, we recently examined neural activity in the prefrontal cortex

(PFC) of monkeys switching between two cognitively-demanding tasks
(Buschman et al. 2012). The PFC is critical for cognitive flexibility. When it
is damaged or dysfunctional, people are unable to suppress prepotent, re-
flexive reactions in favor of a more contextually-appropriate response
(Owen et al. 1993; Bechara, Tranel, and Damasio 2000). Furthermore, pa-
tients with PFC damage often perseverate, inappropriately repeating a par-
ticular behavior or line of thought (Barceló and Knight 2002; Rossi et al.
2007; Milner 1963).
Monkeys were trained to switch between paying attention to either the

color (either red or blue), or orientation (either horizontal or vertical) of a
line. We measured fluctuations in local field potentials (LFPs) at different
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points along the prefrontal cortex, from an array of electrodes spaced 1mm
apart. LFPs are the summed activity of many neurons near the recording
electrode, like the brain waves that can be recorded from the human scalp.
When the monkeys focused their attention on the task, there was an in-
crease in oscillations at high frequencies in so-called beta waves (19-40 Hz).
Depending on which rule was in effect (i.e. whether the monkeys were
paying attention to either color or orientation) different patterns of elec-
trodes were synchronized at these beta waves. Some neuron clusters over-
lapped, belonging to more than one group, but each pattern of beta-wave
synchrony had its own distinctive pattern. In other words, beta wave syn-
chrony seemed to establish different, but physically overlapping ensembles
across the prefrontal cortex. 
We also observed oscillations in the low-frequency alpha range (6-16

Hz) among neurons that formed the orientation rule ensemble. However,
this only happened when the monkey was preparing to apply the other
rule, color. Alpha waves have been associated with suppression or inattention
(Haegens et al. 2011; Gould, Rushworth, and Nobre 2011) and thus may
create an inhibition of irrelevant processes (Klimesch, Sauseng, and
Hanslmayr 2007; Mathewson et al. 2011). In our case, these alpha oscillations
seemed to be acting to quiet the neurons that formed the orientation rule
ensemble when the animal was preparing to do the opposite, color, rule.
This alpha suppression was necessary because orientation seemed to be the
dominant modality for the monkeys. Whenever they switched from paying
attention to orientation to color, they cognitively “stumbled”; that is, their
behavioral reactions slowed temporarily. By contrast, there was no stumbling
when they switched from color to orientation. This suggests that orientation
had a naturally greater hold on the animals’ attention than color. This may
be due to its relative saliency, much like word-naming in the Stroop test
(MacLeod 1991). 
This all suggests that synchronous oscillations helped control the for-

mation of ensembles (Kopell, Whittington, and Kramer 2011). Higher (beta)
frequencies defined the two rule ensembles (pay attention to color vs ori-
entation) while lower (alpha) frequencies were used to somehow disrupt
formation of the stronger ensemble (and thus prevent an erroneous reflexive
reaction) when the weaker ensemble had to be used. 
If synchronized rhythms form neural ensembles, one might naturally

wonder how it is that the brain can form more than one ensemble at a time.
After all, would not two rhythmically defined ensembles inadvertently syn-
chronize to each other, merging together and distorting the information
each other represents? In fact, the brain does have a great deal of trouble
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having more than one or (at most) a few ensembles simultaneously activated
in consciousness. Humans have a very small capacity for simultaneous
thoughts; it is a defining feature of consciousness (and the reason why one
should not drive and use a mobile phone at the same time). As we will see
next, this may be because the brain keeps ensembles from interfering with
one another by having them oscillate out of phase with one another. In
other words, consciousness may be a mental juggling act, and only a few
balls can be juggled at once.

Synchronized rhythms, capacity limits, and consciousness
The finite resources of cognition have been well-known since the classic

George Miller paper describing the capacity of working memory as the
“magic number” of seven plus or minus two (Miller 1956). More recent
work has lowered the magic number to four or five for the average adult
human (Cowan 2001). The exact capacity of a person varies from individual
to individual; some can remember only 1-2 items and others can remember
up to 7 (Vogel and Machizawa 2004; Vogel, McCollough, and Machizawa
2005). An individual’s capacity is highly correlated with measures of fluid
intelligence, reflecting the fact that these capacity limits are a fundamental
restriction in high-level cognition (Fukuda et al. 2010; Conway, Kane, and
Engle 2003). This makes sense: the more thoughts that can be simultane-
ously held “in mind” and manipulated, the more associations, connections,
and relationships can be made, and the more sophisticated thought can be.
Thus, there seems to be a fundamental limitation in the number of separate

items that can be represented simultaneously in neural activity, particularly in
an active state that is accessible to high-level cognition. An explanation readily
follows when neural ensembles are formed via synchronized rhythms. The
idea is that neurons that are part of a specific ensemble tend to align their
spikes to specific phases of neuronal population oscillations (O’Keefe and
Recce 1993; Hopfield and Herz 1995; Laurent 2002; Mehta, Lee, and Wilson
2002; König and Engel 1995; P. Fries, Nikolic, and Singer 2007).
Multiple items are simultaneously held “in mind” by multiplexing them

at different phases of population oscillations (Figure 1) (Jensen and Lisman
2005; Lisman and Idiart 1995). In other words, the mechanisms for con-
scious thought “juggle” separate ensembles by oscillating them out of phase
of one another. Evidence for this multiplexing when information is held
“in mind” was recently reported by Siegel et al. (Siegel, Warden, and Miller
2009). When monkeys held multiple objects in working memory, prefrontal
neurons encode information about each object at different phases of an on-
going, ~32 Hz, oscillation. This phase-based coding has an inherent capacity
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limitation because, presumably, only so much information can fit within an
oscillatory cycle (that is, only a few “balls” can be juggled at once). Crucial
tests of this hypothesis still need to be conducted, but all this suggests that
making thoughts conscious may depend on generation of oscillatory
rhythms and the precise temporal relationships between them and the spik-
ing of individual neurons.

Conclusions
We have discussed how rhythmic synchrony can provide a fundamental

backbone for forming and coordinating interactions within and across dis-
parate neural networks. The act of putting neural activity from specific neu-
rons in precise lockstep with specific other neurons may form the ensemble
representing a specific thought and regulate which ensembles and larger
networks “talk” to one another. The implication is that the signals that un-
derlie cognition do not operate continuously, but rather discretely, with
pulses of activity routing packets of information. The advantage is that it
constrains and shapes the flow of neural signals. In other words, the brain’s
physical infrastructure (i.e., its anatomy) dictates where neural signals can
flow; synchronized rhythms dictate where signals do flow. However, this
comes at a cost. Any coding scheme based on repeated rhythmic activity is
naturally limited in bandwidth; only so many things can be computed or
carried in a single oscillatory cycle. This may explain the most fundamental
property of conscious thought, its limited capacity.

Figure 1. This figure illustrates oscillatory phase-coding. The idea is that neural ensembles of the
under two simultaneous thoughts (“1” and “2”), oscillate at similar frequencies but at different
phases of the oscillation. In other words, the ensembles line up on different parts of the brain
wave. This may explain the severely limited capacity of consciousness. Only a few thoughts can
fit in each wave.



8 Neurosciences and the Human Person: New Perspectives on Human Activities

EARL K. MILLER AND TIMOTHY J. BUSCHMAN

Acknowledgements
We thank the National Institute of Mental Health, National Science

Foundation, and the Picower Foundation for support and Marlene Wich-
erski for comments on the manuscript.

References
Aertsen, A.M., G.L. Gerstein, M.K. Habib,
and G. Palm. 1989. “Dynamics of Neu-
ronal Firing Correlation: Modulation of
‘Effective Connectivity’.” Journal of Neu-
rophysiology 61 (5): 900-917.

Akam, Thomas, and Dimitri M. Kullmann.
2010. “Oscillations and Filtering Net-
works Support Flexible Routing of In-
formation”. Neuron 67 (2) (July): 308-
320. doi:10.1016/j.neuron.2010.06.019

Azouz, Rony, and Charles M. Gray. 2000.
“Dynamic Spike Threshold Reveals a
Mechanism for Synaptic Coincidence
Detection in Cortical Neurons in Vivo”.
Proceedings of the National Academy of Sci-
ences 97 (14) (July 5): 8110-8115.
doi:10.1073/pnas.130200797

Barceló, Francisco, and Robert T. Knight.
2002. “Both Random and Perseverative
Errors Underlie WCST Deficits in Pre-
frontal Patients”. Neuropsychologia 40 (3):
349-356. doi:10.1016/S0028-3932(01)
00110-5

Bechara, Antoine, Daniel Tranel, and Hanna
Damasio. 2000. “Characterization of the
Decision-making Deficit of Patients with
Ventromedial Prefrontal Cortex Lesions”.
Brain 123 (11) (November 1): 2189-2202.
doi:10.1093/brain/123.11.2189

Börgers, Christoph, Steven Epstein, and Nan-
cy J. Kopell. 2008. “Gamma Oscillations
Mediate Stimulus Competition and At-
tentional Selection in a Cortical Network
Model”. Proceedings of the National Academy
of Sciences 105 (46) (November 18): 18023-
18028. doi:10.1073/pnas.0809511105

Bressler, Steven L. 1996. “Interareal Syn-
chronization in the Visual Cortex”. Be-
havioural Brain Research 76 (1-2) (April):

37-49. doi:10.1016/0166-4328(95)
00187-5

Buschman, Timothy J., Eric L. Denovellis,
Cinira Diogo, Daniel Bullock, and Earl
K. Miller. 2012. “Synchronous Oscillatory
Neural Ensembles for Rules in the Pre-
frontal Cortex”. Neuron 76 (4) (Novem-
ber 21): 838-846. doi:10.1016/j.neuron.
2012.09.029

Buschman, Timothy J., and Earl K. Miller.
2007. “Top-Down Versus Bottom-Up
Control of Attention in the Prefrontal
and Posterior Parietal Cortices”. Science
315 (5820) (March 30): 1860-1862.
doi:10.1126/science.1138071

Cardin, Jessica A., Marie Carlen, Konstan-
tinos Meletis, Ulf Knoblich, Feng Zhang,
Karl Deisseroth, Li-Huei Tsai, and
Christopher I. Moore. 2009. “Driving
Fast-spiking Cells Induces Gamma
Rhythm and Controls Sensory Respons-
es”. Nature 459 (7247) (June 4): 663-667.
doi:10.1038/nature08002

Conway, Andrew R.A., Michael J. Kane,
and Randall W. Engle. 2003. “Working
Memory Capacity and Its Relation to
General Intelligence”. Trends in Cognitive
Sciences 7 (12) (December): 547–552.
doi:10.1016/j.tics.2003.10.005

Cowan, Nelson. 2001. “The Magical Num-
ber 4 in Short-Term Memory: A Re-
consideration of Mental Storage Capac-
ity”. Behavioral and Brain Sciences 24 (01):
87-114. doi:null

Cromer, Jason A., Jefferson E. Roy, Timothy
J. Buschman, and Earl K. Miller. 2011.
“Comparison of Primate Prefrontal and
Premotor Cortex Neuronal Activity Dur-
ing Visual Categorization”. Journal of Cog-



9Neurosciences and the Human Person: New Perspectives on Human Activities

BRAIN RHYTHMS FOR COGNITION AND CONSCIOUSNESS

nitive Neuroscience 23 (11) (March 31):
3355-3365. doi:10.1162/jocn_a_00032

Dean, Heather L., Maureen A. Hagan, and
Bijan Pesaran. 2012. “Only Coherent
Spiking in Posterior Parietal Cortex Co-
ordinates Looking and Reaching”. Neuron
73 (4) (February 23): 829-841.
doi:10.1016/j.neuron.2011.12.035

Engel, Andreas K., Pascal Fries, and Wolf
Singer. 2001. “Dynamic Predictions: Os-
cillations and Synchrony in Top-down
Processing”. Nat Rev Neurosci 2 (10) (Oc-
tober): 704-716. doi:10.1038/35094565

Fries, P., D. Nikolic, and W. Singer. 2007.
“The Gamma Cycle”. Trends in Neuro-
sciences 30 (7) (July): 309-316.
doi:10.1016/j.tins.2007.05.005

Fries, P., J.H. Reynolds, A.E. Rorie, and R.
Desimone. 2001. “Modulation of Oscil-
latory Neuronal Synchronization by Se-
lective Visual Attention”. Science 291
(5508): 1560.

Fries, Pascal. 2005. “A Mechanism for Cog-
nitive Dynamics: Neuronal Communi-
cation Through Neuronal Coherence”.
Trends in Cognitive Sciences 9 (October):
474-480. doi:10.1016/j.tics.2005.08.011

Fukuda, Keisuke, Edward Vogel, Ulrich
Mayr, and Edward Awh. 2010. “Quantity,
Not Quality: The Relationship Between
Fluid Intelligence and Working Memory
Capacity”. Psychonomic Bulletin & Review
17 (5) (October): 673-679. doi:10.3758/
17.5.673

Gould, Ian C., Matthew F. Rushworth, and
Anna C. Nobre. 2011. “Indexing the
Graded Allocation of Visuospatial Atten-
tion Using Anticipatory Alpha Oscilla-
tions”. Journal of Neurophysiology 105 (3)
(March 1): 1318-1326. doi:10.1152/jn.
00653.2010

Gregoriou, Georgia G., Stephen J. Gotts,
Huihui Zhou, and Robert Desimone.
2009. “High-Frequency, Long-Range
Coupling Between Prefrontal and Visual
Cortex During Attention”. Science 324
(5931) (May 29): 1207-1210. doi:

10.1126/science.1171402
Haegens, Saskia, Verónica Nácher, Rogelio
Luna, Ranulfo Romo, and Ole Jensen.
2011. “�-Oscillations in the Monkey Sen-
sorimotor Network Influence Discrim-
ination Performance by Rhythmical In-
hibition of Neuronal Spiking”. Proceedings
of the National Academy of Sciences 108 (48)
(November 29): 19377-19382.
doi:10.1073/pnas.1117190108

Hopfield, J.J., and A.V. Herz. 1995. “Rapid
Local Synchronization of Action Poten-
tials: Toward Computation with Coupled
Integrate-and-fire Neurons”. Proceedings
of the National Academy of Sciences 92 (15)
(July 18): 6655-6662.

Jensen, Ole, and John E. Lisman. 2005. “Hip-
pocampal Sequence-encoding Driven
by a Cortical Multi-item Working Mem-
ory Buffer”. Trends in Neurosciences 28 (2)
(February): 67-72.
doi:10.1016/j.tins.2004.12.001

Klimesch, Wolfgang, Paul Sauseng, and Simon
Hanslmayr. 2007. “EEG Alpha Oscillations:
The Inhibition-timing Hypothesis”. Brain
Research Reviews 53 (1) (January): 63-88.
doi:16/j.brainresrev.2006.06.003

König, Peter, and Andreas K. Engel. 1995.
“Correlated Firing in Sensory-motor
Systems”. Current Opinion in Neurobiology
5 (4) (August): 511-519. doi:10.1016/
0959-4388(95)80013-1

Kopell, N., M.A. Whittington, and M.A.
Kramer. 2011. “Neuronal Assembly Dy-
namics in the Beta1 Frequency Range
Permits Short-Term Memory”. Proceed-
ings of the National Academy of Sciences 108
(9) (March 1): 3779-3784. doi:10.1073/
pnas.1019676108

Laurent, Gilles. 2002. “Olfactory Network
Dynamics and the Coding of Multidi-
mensional Signals”. Nature Reviews Neu-
roscience 3 (11) (November 1): 884-895.
doi:10.1038/nrn964

Lee, Seung-Hee, Alex C. Kwan, Siyu
Zhang, Victoria Phoumthipphavong, John
G. Flannery, Sotiris C. Masmanidis, Hiroki



10 Neurosciences and the Human Person: New Perspectives on Human Activities

EARL K. MILLER AND TIMOTHY J. BUSCHMAN

Taniguchi, et al. 2012. “Activation of Spe-
cific Interneurons Improves V1 Feature
Selectivity and Visual Perception”. Nature
488 (7411) (August 16): 379-383.
doi:10.1038/nature11312

Lisman, J.E., and M.A. Idiart. 1995. “Storage
of 7 +/- 2 Short-term Memories in Os-
cillatory Subcycles”. Science (New York,
N.Y.) 267 (5203) (March 10): 1512-1515.

MacLeod, C.M. 1991. “Half a Century of
Research on the Stroop Effect: An In-
tegrative Review”. Psychological Bulletin
109 (2): 163.

Mathewson, K.E., A. Lleras, D.M. Beck, M.
Fabiani, T. Ro, and G. Gratton. 2011.
“Pulsed Out of Awareness: EEG Alpha
Oscillations Represent a Pulsed-inhibition
of Ongoing Cortical Processing”. Frontiers
in Psychology 2.

Mehta, M.R., A.K. Lee, and M.A. Wilson.
2002. “Role of Experience and Oscilla-
tions in Transforming a Rate Code into
a Temporal Code”. Nature 417 (6890)
(June 13): 741-746. doi:10.1038/ na-
ture00807

Miller, G.A. 1956. “The Magical Number
Seven Plus or Minus Two: Some Limits
on Our Capacity for Processing Infor-
mation”. Psychological Review 63 (2)
(March): 81-97.

Milner, B. 1963. “Effects of Different Brain
Lesions on Card Sorting: The Role of
the Frontal Lobes”. Archives of Neurology
9 (1): 90.

O’Keefe, John, and Michael L. Recce. 1993.
“Phase Relationship Between Hip-
pocampal Place Units and the EEG Theta
Rhythm”. Hippocampus 3 (3): 317-330.
doi:10.1002/hipo.450030307

Owen, Adrian M., Angela C. Roberts, John
R. Hodges, and Trevor W. Robbins. 1993.
“Contrasting Mechanisms of Impaired
Attentional Set-shifting in Patients with
Frontal Lobe Damage or Parkinson’s Dis-
ease”. Brain 116 (5) (October 1): 1159-
1175. doi:10.1093/brain/116.5.1159

Palva, Satu, and J. Matias Palva. 2011. “Func-

tional Roles of Alpha-band Phase Syn-
chronization in Local and Large-scale
Cortical Networks”. Frontiers in Perception
Science 2: 204. doi:10.3389/fpsyg.
2011.00204

Premereur, Elsie, Wim Vanduffel, Pieter R.
Roelfsema, and Peter Janssen. 2012.
“Frontal Eye Field Microstimulation In-
duces Task-dependent Gamma Oscilla-
tions in the Lateral Intraparietal Area”.
Journal of Neurophysiology 108 (5) (Sep-
tember 1): 1392-1402. doi:10.1152/
jn.00323.2012

Rainer, Gregor, S. Chenchal Rao, and Earl
K. Miller. 1999. “Prospective Coding for
Objects in Primate Prefrontal Cortex”.
The Journal of Neuroscience 19 (13) (July
1): 5493-5505.

Ray, W.J., and H.W. Cole. 1985. “EEG Alpha
Activity Reflects Attentional Demands,
and Beta Activity Reflects Emotional
and Cognitive Processes”. Science 228
(4700): 750.

Reynolds, John H., and David J. Heeger.
2009. “The Normalization Model of At-
tention”. Neuron 61 (2) (January 29): 168-
185. doi:10.1016/j.neuron.2009.01.002

Rigotti, M., D.B.D. Rubin, X.J. Wang, and
S. Fusi. 2010. “Internal Representation
of Task Rules by Recurrent Dynamics:
The Importance of the Diversity of Neu-
ral Responses”. Frontiers in Computational
Neuroscience 4.

Rossi, Andrew F., Narcisse P. Bichot, Robert
Desimone, and Leslie G. Ungerleider.
2007. “Top-Down Attentional Deficits
in Macaques with Lesions of Lateral Pre-
frontal Cortex”. The Journal of Neuroscience
27 (42) (October 17): 11306-11314.
doi:10.1523/jneurosci.2939-07.2007

Saalmann, Yuri B., Ivan N. Pigarev, and
Trichur R. Vidyasagar. 2007. “Neural
Mechanisms of Visual Attention: How
Top-Down Feedback Highlights Rele-
vant Locations”. Science 316 (5831) (June
15): 1612-1615. doi:10.1126/science.
1139140



11Neurosciences and the Human Person: New Perspectives on Human Activities

BRAIN RHYTHMS FOR COGNITION AND CONSCIOUSNESS

Salinas, Emilio, and Terrence J. Sejnowski.
2000. “Impact of Correlated Synaptic
Input on Output Firing Rate and Vari-
ability in Simple Neuronal Models”. The
Journal of Neuroscience 20 (16) (August
15): 6193-6209.

Siegel, Markus, Tobias H. Donner, Robert
Oostenveld, Pascal Fries, and Andreas K.
Engel. 2008. “Neuronal Synchronization
Along the Dorsal Visual Pathway Reflects
the Focus of Spatial Attention”. Neuron
60 (4) (November 26): 709-719.
doi:10.1016/j.neuron.2008.09.010

Siegel, Markus, and Peter König. 2003. “A
Functional Gamma-Band Defined by
Stimulus-Dependent Synchronization in
Area 18 of Awake Behaving Cats”. The
Journal of Neuroscience 23 (10) (May 15):
4251-4260.

Siegel, Markus, Melissa R. Warden, and Earl
K. Miller. 2009. “Phase-dependent Neu-
ronal Coding of Objects in Short-term
Memory”. Proceedings of the National Acad-
emy of Sciences 106 (50) (December 15):
21341-21346. doi:10.1073/pnas.09081
93106

Tiesinga, P.H.E., J-M. Fellous, J.V. Jos, and
T.J. Sejnowski. 2002. “Information Trans-
fer in Entrained Cortical Neurons”. Net-
work: Computation in Neural Systems 13
(1) (January): 41-66. doi:10.1088/0954-
898X/13/1/302

Vijayan, Sujith, and Nancy J. Kopell. 2012.
“Thalamic Model of Awake Alpha Os-
cillations and Implications for Stimulus
Processing”. Proceedings of the National
Academy of Sciences 109 (45) (November
6): 18553-18558. doi:10.1073/pnas.121
5385109

Vogel, Edward K., and Maro G. Machizawa.
2004. “Neural Activity Predicts Individual
Differences in Visual Working Memory
Capacity”. Nature 428 (6984) (April 15):
748-751. doi:10.1038/nature02447

Vogel, Edward K., Andrew W. McCollough,
and Maro G. Machizawa. 2005. “Neural
Measures Reveal Individual Differences
in Controlling Access to Working Mem-
ory”. Nature 438 (7067) (November 24):
500-503. doi:10.1038/nature04171

Wilson, Nathan R., Caroline A. Runyan,
Forea L. Wang, and Mriganka Sur. 2012.
“Division and Subtraction by Distinct
Cortical Inhibitory Networks in Vivo”.
Nature 488 (7411) (August 16): 343-348.
doi:10.1038/nature11347

Womelsdorf, Thilo, Jan-Mathijs Schoffelen,
Robert Oostenveld, Wolf Singer, Robert
Desimone, Andreas K. Engel, and Pascal
Fries. 2007. “Modulation of Neuronal
Interactions Through Neuronal Synchro-
nization”. Science 316 (5831) (June 15):
1609-1612. doi:10.1126/science.1139597


