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Multifunctional fibers enablemodulation of cortical and
deep brain activity during cognitive behavior in
macaques
Indie C. Garwood1, Alex J. Major2, Marc-Joseph Antonini3,4, Josefina Correa5, Youngbin Lee3,6,
Atharva Sahasrabudhe3,4,7, Meredith K. Mahnke2, Earl K. Miller2,5*†, Emery N. Brown1,2,5,8,9,10*†,
Polina Anikeeva3,4,5,6*†

Recording and modulating neural activity in vivo enables investigations of the neurophysiology underlying be-
havior and disease. However, there is a dearth of translational tools for simultaneous recording and localized
receptor-specific modulation. We address this limitation by translating multifunctional fiber neurotechnology
previously only available for rodent studies to enable cortical and subcortical neural recording and modulation
in macaques. We record single-neuron and broader oscillatory activity during intracranial GABA infusions in the
premotor cortex and putamen. By applying state-spacemodels to characterize changes in electrophysiology, we
uncover that neural activity evoked by aworkingmemory task is reshaped by even amodest local inhibition. The
recordings provide detailed insight into the electrophysiological effect of neurotransmitter receptormodulation
in both cortical and subcortical structures in an awakemacaque. Our results demonstrate a first-time application
of multifunctional fibers for causal studies of neuronal activity in behaving nonhuman primates and pave the
way for clinical translation of fiber-based neurotechnology.
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INTRODUCTION
Studying the relationship between neural activity and behavior is a
cornerstone of systems neuroscience research and an essential step
in the development of therapies for brain disorders. Neural encod-
ing of behavioral information occurs across a multitude of time-
scales from millisecond single-neuron activity (1, 2) and
coordinated activity from populations of neurons (3) to low-fre-
quency local field potential (LFP) oscillations (4) and network com-
munication across distant brain areas (5). State-space and
generalized linear models provide a powerful, flexible approach to
decoding behavioral information from time-varying neurophysiol-
ogy measurements (1, 6–10). Together, advancements in neural re-
cording and decoding have enabled breakthroughs in brain
machine interfaces for controlling prosthetic limbs and other assis-
tive devices. However, purely observational approaches fall short
from establishing causal rather than correlative associations
between brain activity and the flexible computations that underly
behavior. Furthermore, the ability to perturb neural activity is crit-
ical in developing effective treatments for neurological and mental
illnesses (11, 12). For example, recording the effects of activating or

inhibiting potential seizure foci in epilepsy patients would provide
key evidence for resection surgeries (13).

While cell-type–specific modulation of genetically engineered
receptors is a powerful neuroscience research tool (14), genetic al-
terations are challenging in translational models such as nonhuman
primates (NHPs) (15). Furthermore, clinical implementation of
transgene-mediated neuromodulation is now infeasible. In contrast,
clinically accepted intracranial drug delivery enables modulation of
specific receptors and, combined with electrophysiology measure-
ments, can establish causal links between receptor function and
neural encoding (16–19). Although routine in rodents, intracranial
drug delivery in NHPs is hampered by a limited toolbox, which in-
cludes iontophoresis and pressure injection probes. Iontophoresis is
limited to polar molecules, prone to artifacts, and reliant on fragile
glass pipettes (20). Pressure injection probes to date have used rigid
capillaries of steel or glass with diameters of 200 to 420 μm (21–25),
and probes that include more than a single electrode have diameters
of ≥230 μm.

Multifunctional neurotechnology with smaller dimensions and
softer materials (e.g., polymers and hydrogels) has the potential to
reduce tissue damage and foreign body responses, enabling longer-
term experiments (26–30). While the past decade of research into
flexible bioelectronic interfaces has yielded a vast array of tools
for rodent studies (31–34), few technologies have been translated
to NHPs, a model essential for causal studies of higher cognitive
functions (33, 35). Technology development for NHPs has occurred
almost exclusively in the private sector, with limited adoption of
recent materials advances (24, 25).

Here, we present miniature and flexible electrofluidic neural in-
terfaces for NHPs based on multifunctional fibers produced via
thermal drawing at a scale of meters (36–39). This process is
uniquely suited for translation of tools from rodents to NHPs.
Our multifunctional fiber–based neural interface for NHPs
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comprises four tungsten microelectrodes and two microfluidic
channels integrated within a poly(etherimide) (PEI) cladding with
outer diameter of 187.1 ± 2.5 μm, 18 to 55% smaller than existing
multielectrode alternatives (21–23).

We appliedmultifunctional fibers to deliver microinfusions of γ-
aminobutyric acid (GABA) to the premotor cortex of a rhesus
macaque while simultaneously recording single-unit and LFP activ-
ity. Intracortical GABA infusions have been shown to inhibit
neurons and alter neuronal computations (40–42). The duration
of GABA-mediated inhibition can be adjusted from the order of
seconds to minutes by varying the volume infused, which enables
within-session comparisons of single-neuron activity before and
after local inhibition (41). Because the premotor cortex is known
to be involved in multiple cognitive processes, including working
memory (43, 44), we leveraged multifunctional fibers to explore
the effects of local inhibition on encoding of working memory by
single-unit activity patterns and LFPs. Characterizing the dynamics
of these multilevel neuromodulation datasets demanded innovation
in neural data analysis methods, including expansion of state-space
generalized linear models (SS-GLMs) for point processes. Applica-
tion of SS-GLM formalism afforded rigorous quantification of the
effects of neuromodulation with temporal resolution surpassing
that of standard neural data analysis methods, revealing how task-
evoked neural activity is reshaped by local inhibition. Last, we dem-
onstrate that the probes are capable of recording and modulating
task-related activity in the putamen, a deep brain structure known
to be involved in reward-mediated learning and working memory
(45, 46). Despite their expanded functionality, multifunctional
fibers readily integrate into existing experimental setups in labora-
tories using off-the-shelf NHP neurotechnologies. Consequently,
we envision that these fiber-based tools will empower NHP neuro-
science, enabling causal studies of the role of receptors in circuit
function and high-level cognitive behaviors. Furthermore, our
results highlight the safety and utility of fiber-based tools for trans-
lational research.

RESULTS
Multifunctional fibers for drug delivery and
electrophysiology
Although multifunctional fibers have been extensively applied for
recording and modulation of neural activity in freely behaving
rodents, the potential of this platform for multimodal neural inter-
rogation in behaving NHPs remained to be harnessed. Here, we
applied thermal drawing to create fibers capable of simultaneous
drug delivery and electrophysiology recording in NHPs (Fig. 1A).
During thermal drawing, a macroscale preform is heated and
pulled into a fiber with equivalent cross-sectional geometry but mi-
croscale dimensions (Fig. 1B) (36–39). We used PEI, a high-perfor-
mance thermoplastic, as the main structural component of our
fiber. To incorporate 25-μm tungsten electrodes into the fiber, we
applied convergence drawing (36). The diameter of the fiber was
tuned by adjusting the relative rate that the preform was fed into
the furnace versus the pulling rate of the fiber, producing 8 m of
fiber with diameter tuned between 150 and 200 μm (fig. S1, A to C).

The devices were fabricated from 7.0 ± 0.3–cm sections of fiber
with 187.1 ± 2.5–μm diameter (Fig. 1, C and D), approximately 25
times longer than those used for devices applied in rodent brains
(fig. S1D) (36). The fibers included four 25-μm tungsten

microelectrodes and two microfluidic channels of (49.9 ± 0.7) μm
by (62.4 ± 0.8) μm (Fig. 1, D and E). Themultifunctional fibers were
outfitted with modular backends that used commercial electrode
connectors (see Materials and Methods) and 304–μm–inner diam-
eter (ID) and 457–μm–outer diameter (OD) stainless steel cannulas
for the fluidic interface. In addition to fiber length, stainless steel
reinforcement tubes (OD = 635 μm) permitted interfacing with
standardmicrodrive holders (Fig. 1F). Up to eight probes connected
to the same backend can be assembled into microdrives, with inde-
pendent fluidic interfaces for each probe, enabling independent
depth control of multiple fibers for broad-scale interrogation of
neural activity (fig. S1, E and F).

The choice of materials and backend interface was informed by
the need for thorough sterilization of the devices. The relatively high
glass transition temperature (Tg = 217°C) of PEI allowed the fiber-
based devices to be autoclaved without deforming while encasing
the backend electrode interface in medical epoxy protected the elec-
trical components. The impedance magnitude (|Z|) of the integrat-
ed electrodes did not change significantly after autoclave
sterilization (before |Z| = 223.9 ± 36.6 kilohms and after |Z| =
206.7 ± 22.9 kilohms; Fig. 1G). Accurate infusion of nanoliter
volumes at rates of 10 to 100 nl/min was achieved with 7.0 ± 0.3–
cm–long fibers, with measured infusion rates matching those set by
an infusion pump (Fig. 1H). This resulted in accurate infusions,
with mean absolute error between the actual and expected infusion
volume of 1.77 nl at 50 nl/min. The stiffness of the fibers was 45.53 ±
1.14 N/m in the frequency range of respiration and heartbeat for
NHPs (Fig. 1I), which is significantly lower than that of a stainless
steel cannula with dimensions comparable to fluid infusion devices
used in NHP research (OD = 203 μm, ID = 50 μm, and stiffness =
180.99 ± 0.22 N/m).

Simultaneous intracortical drug delivery and neural activity
recordings
To illustrate simultaneous pharmacological modulation and elec-
trophysiological monitoring of neuronal activity in NHPs, we
applied multifunctional fibers to record single-unit and LFP activity
while delivering GABA in the premotor cortex. The waveforms
from neuronal action potentials were recorded across the four elec-
trodes, providing four observations of the same putative single unit
(Fig. 2, A and B). Single units were isolated by clustering the prin-
cipal components of waveforms across the four electrodes (fig. S2),
which were stable between the baseline and recovery phases. The
ability to record neural activity before, during, and after the infu-
sions enabled tracking of putative single-unit activity in response
to intracranial GABA delivery [signal-to-noise ratio (SNR) baseline
= 3.08 [0.82, 26.15], SNR during = 5.42 [1.31, 16.27], and SNR re-
covery = 9.61 [1.26, 24.42]; median [95% confidence inter-
vals]; Fig. 2C].

In accordance with GABA’s role as an inhibitory neurotransmit-
ter, we observed inhibition of single-unit activity following 5-min
infusions of 100 mM GABA at 10 and 50 nl/min (42). Depending
on the volume of GABA delivered (50 nl over 5 min or 250 nl over 5
min), we were able to cause inhibition of firing activity for both
short (unit 2, 50 nl: 1.78 [1.38, 1.85] min) and long durations
(unit 1, 250 nl: 12.63 [8.10, 13.21] min; unit 2, 250 nl: 29.03
[26.25, 29.12] min), followed by recovery of firing rates similar to
or exceeding baseline rates (Fig. 2, D and E). Firing rates were esti-
mated using a state-space point process model (see Materials and
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Methods) (7). Down states were defined as periods where the firing
rate was below the minimum baseline firing rate for at least 10 con-
secutive seconds. Confidence intervals of 95% for firing rates, down
state times, and down state durations were estimated with Monte
Carlo (see Materials and Methods). The onset of down states
varied between neurons. In this recording, the firing rate of unit 1
was not significantly reduced following the 50 nl of GABA infusion,

while unit 2 was significantly inhibited 3.83 [3.82, 3.90] min follow-
ing the beginning of the infusion. During the second infusion, unit
1 was significantly inhibited 1.37 [1.30, 2.31] min after beginning of
the second infusion, while unit 2 was inhibited after just 0.65 [0.64,
0.73] min. The variation in the response to GABA between neurons
may reflect variation in GABA receptor expression, cellular excit-
ability, and synaptic input from other neurons (47, 48).

Fig. 1. Fabrication of multifunctional fiber–based probes. (A) The fiber preform was heated to 320°C and pulled downward by a capstan. The cross-sectional area of
the fiber was set by the relative velocity of the downfeed (vdownfeed) and capstan (vcapstan). Tungsten (W) microwires were incorporated into the fiber via convergence
(Methods). (B) The resulting fiber (dfiber = 187.1 ± 2.5 μm) has the same cross-sectional geometry as the preform (dpreform = 7.5 mm). (C) Each fiber is outfitted with an
electrode connector, a stainless steel fluidic connector, and a stainless steel support tube. (D) Cross section of a fiber embedded in epoxy. Dashed line marks the outside
circumference of the fiber. (E) Microfluidic injection via the fiber. (F) The devices assembled in a cortical grid with a commercial microdrive. (G) Electrode impedance
spectrum (inset, 600 to 1600 Hz). The mean impedances ± SE before (yellow) and after (blue) autoclave sterilization. (H) Microfluidic infusion rates at set rates between 10
and 100 nl/min. Each point shows the measured infusion rate and 95% confidence intervals (top inset, infusion rate at 50 nl/min; bottom inset, the infusion profile at a
steady state). (I) Stiffness of fibers (n = 3) and stainless steel cannula (inner diameter = 51 μm and outer diameter = 203 μm) across the frequency ranges of locomotion,
respiration, and heart rate.
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Overall, 9 of the 10 recorded neurons had significantly decreased
mean firing rate in the 10 min following GABA infusions, with a
subsequent increase in firing rate 20 min after the end of the infu-
sion (fig. S3). Thus, to compare neurophysiology over time, we
define four periods: (i) the baseline period, before any fluid was de-
livered; (ii) the infusion period(s), during intracranial microinfu-
sion(s); (iii) the inhibition period, 10 min following the last
microinfusion; and (iv) the recovery period, greater than 20 min
after microinfusion(s).

We also observed changes in the oscillatory structure of the LFP
between the baseline and inhibition periods, which reflects local
changes in neuronal population activity (49). Figure 3A shows the
spectrogram of LFP recorded in the same session reported in Fig. 2.
We used the fitting oscillations and one-over-F (FOOOF) algorithm
to characterize LFP spectra (50), which models a given power spec-
tral density (PSD; in decibels) as a sum of an aperiodic exponential
decay component and periodic oscillation peaks (see Materials and
Methods). The aperiodic component has a broadband offset and
rate of exponential decay that characterizes the decrease in power
with increasing frequency, a common feature of neural spectra
(49, 50). We found dominant oscillatory peaks in three frequency

ranges across four recordings: 11 to 17 Hz [mean center frequency
(MCF): 13.46 [13.35, 13.61] Hz], 27 to 35 Hz (MCF: 29.73 [29.64,
29.82] Hz), and 47 to 62 Hz (MCF: 54.59 [54.03, 55.04] Hz; Fig. 3C).
Note that these ranges, estimated from the unsupervised FOOOF
algorithm, correspond to the canonical alpha, beta, and gamma fre-
quency ranges. We found that, during the inhibition period follow-
ing intracranial GABA infusion, there was a significant decrease in
mean peak LFP power in the 27- to 35-Hz and 47- to 62-Hz ranges
(Δ27–35 = −1.09 [−1.44, −0.73] dB and Δ47–62 = −0.55 [−0.86,
−0.28] dB; Fig. 3, B to D) and an increase in mean peak power in
the 5- to 8-Hz, 17- to 25-Hz, 35- to 47-Hz, and 70- to 100-Hz ranges
(Δ5–8 = 0.35 [0.03, 0.62] dB, Δ17–25 = 0.55 [0.31, 0.81] dB, Δ35–47 =
0.21 [0.03, 0.50] dB, and Δ70–100 = 0.16 [0.08, 0.29] dB; Fig. 3, C and
D).We found a decrease in the offset of the aperiodic decay (Δoffset =
−0.02 [−0.03, −0.01] dB) and an increase in the exponent (Δexponent
= 0.03 [0.01, 0.04] dB; Fig. 3E), which is consistent with previous
observations that an increased rate of exponential decay in cortical
LFP power reflects neuronal inhibition (51). Overall, GABA
reduced LFP power, particularly in the 27- to 35-Hz and 47- to
62-Hz frequency bands (Fig. 3F).

Fig. 2. Multifunctional fibers record the effects of intracortical GABA delivery on single-unit activity. (A and B) The waveforms of units 1 and 2 recorded across four
electrodes of the same probe were stable in shape and amplitude before and after 100 mM GABA infusions. (C) The noise floor was consistent before, during, and after
GABA infusions at 10 nl/min (infusion 1) and 50 nl/min (infusion 2). Blue and yellow markers correspond to units 1 and 2, respectively. (D and E) Firing rate was modeled
with a state-space point process model (see Materials andMethods). Confidence intervals of 95% for the estimated rate are shownwith the blue and yellow shaded areas.
Periods where the estimated firing rate was lower than the minimum baseline firing rate are shaded in gray. Infusion periods are indicated with black rectangles. (D) The
mean firing rate of unit 1 was 0.82 [0.78, 0.89] spikes/s before the first GABA injection, decreased below baseline for 12.63 [8.10, 13.21] min following the GABA injection at
50 nl/min, and then increased to 6.05 [5.30, 6.30] spikes/s. (E) The mean firing rate of unit 2 was 9.10 [9.01, 9.34] spikes/s before the first GABA injection, decreased below
baseline for 1.78 [1.38, 1.85] min following the injection at 10 nl/min and for 29.03 [26.25, 29.12] min following the injection at 50 nl/min, and then recovered to 3.87 [3.48,
4.06] spikes/s.
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We controlled for the effect of the infusion by comparing the
effect of GABA to saline or artificial cerebrospinal fluid (aCSF)
and to recordings without infusions (figs. S4 and S5). Recordings
without microinfusions were separated into two periods: (i) base-
line, 0 to 10 min after the beginning of the recording; and (ii)
after baseline, greater than 13 min following the beginning of the
recording. We found that the SNR was stable across all single-unit
recordings (ratio of SNR after to SNR before = 1.12 [0.89 to 1.32];
figs. S4 and S5). In contrast to GABA, the firing rate in saline or no-
infusion experiments either stayed the same or increased from base-
line (mean firing rate ratio across all neurons during inhibition
period versus baseline for GABA = 0.28 [0.11, 0.50], saline = 0.94
[0.86, 1.03], and no infusion = 1.40 [1.14, 1.71]) (figs. S4 and S5).
Compared to control or no infusions, changes in LFP of 27- to 35-
Hz and 47- to 62-Hz oscillations were significantly greater in mag-
nitude following GABA infusions (fig. S5). The aperiodic exponent
of LFP spectral power was significantly increased following GABA
infusions compared to control and no-infusion conditions. The
aperiodic offset decreased across each experimental condition,
and the decrease was significantly greater during control infusions.
We did not observe trends related to session order that could
explain the differences between GABA and control sessions
(fig. S6).

Modulation of cognitive task encoding
We hypothesized that, in addition to locally reducing firing rates
and altering LFP oscillations, intracranial GABA infusions may

locally alter cognitive encoding in the premotor cortex (Fig. 4A)
(18, 52). To test this hypothesis, we recorded neural activity while
the NHP performed a delayed match–to–sample (DMS) working
memory task (Fig. 4, B andC) (43, 53, 54). In each trial, after fixating
on the center of a screen, the NHP was presented with one of three
images for 1 s (sample phase). The image then disappeared for 1 s
(delay phase). Then, two images appeared on the screen in the top
right and bottom left corners, and the NHP saccaded to one of the
images (match phase). If the NHP selected the image presented
during the sample phase, then they were rewarded with a juice
pulse (reward phase). If not, the trial ended with no reward.

Consistent with previous studies of working memory (43, 44),
we observed that the single-unit firing rate in the premotor cortex
varied consistently within trials (Fig. 4D and figs. S7, S9, and S10).
We compared the peristimulus time histogram (PSTH) before,
during, and after GABA and observed changes in both firing rate
and task-evoked neuronal activity (fig. S7). To capture the temporal
dynamics of these changes, we applied a SS-GLM (8, 55). Compared
to standard methods of calculating average firing rate from 100-ms
bins and multiple trials (i.e., the PSTH), the SS-GLM quantifies
neural activity with millisecond and single-trial resolution. In our
analysis, we separated each trial into 50 evenly spaced subphases
and investigated how the firing rate varied between each subphase.
We modeled single-unit activity as a point process, where the in-
stantaneous firing rate varied as a function of the firing history of
the single unit and the trial subphase (see Materials and Methods).
The SS-GLM captured firing dynamics within a trial that were

Fig. 3. Intracortical GABA delivery alters the oscillatory structure of LFPs. (A) The multitaper spectrogram calculated from the LFP activity. (B) The probabilities that
peak power in the 27- to 35-Hz (yellow) and 47- to 62-Hz (blue) bands is greater than or equal to the peak power before 100 mM GABA was delivered [Pr(power ≥
baseline)]. Periods where this probability is below 0.1 are shaded in gray. (C) The mean and 95% confidence intervals of 100 bootstrap samples of the mean spectral
power calculated from 10-min periods before (blue) and after (red) GABA across four infusion sessions. The dashed lines show the mean aperiodic component before
(blue) and after (red) GABA. Inset: The mean and 95% confidence intervals for the spectral power minus the aperiodic component. (D) One hundred bootstrap estimates
of the change in mean peak power in the 10 min before the first GABA infusion versus the 10 min after the last GABA infusion across four infusion sessions. Black markers
represent median, and the error bars represent 95% confidence intervals. Asterisks indicate bands where the change is significantly greater than during control infusion
or no-infusion experiments (fig. S5). (E) The mean estimated exponent of the aperiodic component was increased following GABA infusion. The aperiodic offset de-
creased less during GABA experiments compared to control experiments (fig. S5). (F) Spectrogram segments of baseline and inhibition periods, where power ∆ is the
power compared to mean baseline power in decibels.
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driven by innate properties of the neuron, such as refractory period,
and those that were driven by task encoding (Fig. 4E and fig. S8).
Each trial had a unique set of trial subphase coefficients, which
were modeled as latent state variables that vary smoothly between
sequential trials. The latent state process characterized how firing
rate and task encoding changed across trials. Overall, the SS-GLM
provided a unified, high-resolution model for characterizing
changes in firing rate within and across trials. Trials were ordered
sequentially, and the model was estimated from odd (training)
trials, while goodness of fit was assessed from even (test) trials
(fig. S8). We found that trial subphase was a significant predictor
of firing rate for 28 of the 36 single units recorded across 12 record-
ing sessions (likelihood ratio test, P < 0.05; see Materials and
Methods and fig. S9).

We then investigated whether task-evoked activity varied
between trial variants (left versus right saccades, sample ID,
choice ID, and correct versus incorrect trials). We separately esti-
mated models from training trials belonging to each trial variant

and then compared the difference in task-evoked activity between
each variant (fig. S10). Figure 4 (D to G) describes a unit for which
task-evoked activity varied most significantly between correct
versus incorrect trials. GABA delivery reduced the unit’s firing
rate and restructured its task encoding (Fig. 4D). The SS-GLM pro-
vided a quantitative characterization of these observations (Fig. 4E).
Together, the multifunctional fibers and SS-GLM provided the op-
portunity to investigate how single-unit task encoding changed fol-
lowing local inhibition. By factoring out the estimated trial average
firing rate, the variation in firing rate due to the task (the task en-
coding effect) could be isolated and compared between the baseline,
inhibition, and recovery periods (Fig. 4, F and G). Before GABA in-
fusion, this unit exhibited an increase in firing rate at the beginning
of the sample phase in both correct and incorrect trials. Then, the
firing rate gradually increased from the delay phase to the decision
point. During correct trials, the firing rate rapidly dropped when
juice was dispensed. During incorrect trials, the firing rate contin-
ued to rise before decreasing in the middle of the expected reward

Fig. 4. Intracranial GABA infusions alter neural encoding during a working memory task. (A) Multifunctional fibers were implanted in the premotor cortex. PMC,
premotor cortex; WM, workingmemory. (B) During the delayedmatch–to–sample (DMS) workingmemory task, the NHP saccaded to the choice thatmatched the sample,
and, if correct, juice was dispensed. (C) Task color legend for (D), (F), (G), and (J). (D) Raster plots of single-unit activity during correct and incorrect trials. The cyan shading
marks GABA infusion (100 mM, 40 nl/min). (E) SS-GLMs were used to estimate the firing rate within and across trials. The horizontal rectangle indicates GABA infusion. (F
and G) The task encoding effect (a scaling factor for within-trial firing rate) during correct (F) and incorrect (G) trials varied between the baseline (blue), inhibition (red),
and recovery (yellow) periods. (H) Correct versus incorrect trial mean decoding accuracy using SS-GLM models of single-unit activity (orange line; orange shading marks
95% confidence intervals). The dashed line indicates the null decoding accuracy, the vertical cyan barmarks GABA infusion, and the black line indicates decoding accuracy
using stationary models trained on pre-GABA single-unit activity (gray shading, 95% confidence intervals). (I) LFP amplitude across trials. The cyan shading marks GABA
infusion. (J) An autoregressive model with trial covariates characterized LFP amplitude within trials. The black line and gray shading indicate the mean and 95% confi-
dence intervals. (K) Correct versus incorrect trial decoding accuracy using LFP observations was above null throughout the experiment.

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Garwood et al., Sci. Adv. 9, eadh0974 (2023) 6 October 2023 6 of 13

D
ow

nloaded from
 https://w

w
w

.science.org at M
assachusetts Institute of T

echnology on O
ctober 26, 2023



phase. Thus, before GABA, this unit encoded information across
multiple trial phases, including the presence or absence of reward.
Because the premotor cortex has a role in saccades (56), we tested
whether the variation in firing rate was related to saccades rather
than reward. We found less variation in firing rate due to saccades
that occurred outside of the match/reward period compared to the
variation that occurred during the reward period (fig. S10), indicat-
ing that the firing rate of this unit reflected reward-related
information.

We found that local GABA infusions altered the task encoding
effect: 4.0 min into the GABA infusion, there was a significant re-
duction in firing rate, but this inhibitory effect was not uniform
across subphases. As the effect of the GABA infusion wore off,
there was an increase in firing rate, particularly during the match
and reward phases. The increase in firing rate at the beginning of
the sample phase was lost during the inhibition period and did
not recover. As a result, 65 to 80 min after GABA, the 95% confi-
dence intervals of the task encoding effect had 55.0 and 62.5%
overlap with the baseline task encoding effect for correct and incor-
rect trials respectively, indicating incomplete recovery of task-
encoded activity.

We investigated how changes in task encoding caused by local
GABA infusions affected the ability to decode behavioral informa-
tion from single-unit activity (Fig. 4H). We decoded correct versus
incorrect trials by comparing the deviance of the data observed
during test trials from two SS-GLMs estimated from correct or in-
correct training trials. Before GABA, it was possible to decode
whether test trials were correct or incorrect with 80 [72, 87]% accu-
racy from the activity of one single unit alone, which is significantly
above the null decoding accuracy of 59% (see Materials and
Methods). As the task-encoded activity of the neuron shifted in re-
sponse to GABA, the ability to reliably decode correct versus incor-
rect trials dropped below the null decoding accuracy (decoding
accuracy during the inhibition phase = 49 [38, 61]%). The lower
95% confidence interval of the decoding accuracy first passed
above the null decoding accuracy 43.3 min after the end of the
GABA infusion, when the trial average firing rate was 16.1 [7.4,
35.8]% of the baseline levels and task encoding remained signifi-
cantly different from baseline. Thus, despite persistent changes in
the task-encoded activity, there was sufficient information
encoded in the signal to distinguish correct versus incorrect trials
above chance. We compared the SS-GLM to a standard GLM
with stationary trial phase coefficients estimated from pre-GABA
trials. The stationary model did not capture the return of reward
encoding (Fig. 4H), highlighting the need for dynamic models to
account for changes in neuronal encoding following
neuromodulation.

We found that local GABA delivery had a contrasting effect on
encoding of task-related LFP activity. First, task-related LFP activity
was relatively stable throughout the experiment (Fig. 4I), despite
changes in the oscillatory structure of the LFP (Fig. 3). We
modeled the relationship between LFP amplitude and trial phase
using an autoregressive model with trial phase covariates. A
model with stationary trial phase coefficients was sufficient to
capture the temporal structure of LFP-evoked activity throughout
the experiment (fig. S12). The mean and 95% confidence intervals
of the event-related potentials for correct and incorrect trials are
shown in Fig. 4J. We found that LFP was a reliable marker of
whether a trial was correct or incorrect (94 [93, 96]% accuracy

before GABA; Fig. 4K). In contrast to single-unit activity, the de-
coding accuracy from LFP was stable during and following local
GABA delivery (89 [86, 92]% and 89 [86, 91]% accuracy during
the infusion and inhibition phases, respectively; Fig. 4K and
fig. S13).

While we did not anticipate changes in behavior due to the sub-
microliter GABA infusions into premotor cortex (18, 19), we as-
sessed whether changes in neurophysiology caused by GABA
affected task performance across several metrics. We compared
task accuracy, response time, trial completion rate, and action selec-
tion bias before and after GABA (fig. S12 and Materials and
Methods). We did not observe any consistent changes in behavior
due to GABA microinfusions compared to control conditions.

Intrastriatal modulation of neural activity and cognitive
task encoding
Given that therapeutic and diagnostic neuromodulation is most fre-
quently performed in subcortical brain regions, we sought to dem-
onstrate the utility of fiber neurotechnology in a deep brain
structure. The unrestricted fiber length was leveraged to record
the effect of intrastriatal GABA delivery on single-unit and LFP ac-
tivity in the putamen (Fig. 5A), a subcortical structure withmultiple
functions, including processing reward (45, 46). Because of the
proximity of the putamen to important regulatory centers, we
infused a smaller volume of GABA as compared to the cortical re-
cordings (putamen, 56 nl total; premotor cortex, 222.8 ± 27.8 nl
total). As in the cortical recordings, single-unit activity was record-
ed before and after GABA delivery (Fig. 5B). This unit’s task-
encoded activity varied between correct and incorrect trials, partic-
ularly during and immediately following the reward phase (Fig. 5, C
to F). Additional putamen recordings confirmed the presence of
reward-evoked single-unit activity, as well as the presence of previ-
ously reported positive spikes (fig. S15) (57), highlighting the value
of electrophysiology signatures for spatially localizing intracranial
infusions. As in the premotor cortex analysis, the SS-GLM charac-
terized how task-encoded activity varied following local GABA de-
livery (Fig. 5D). There was a decrease in trial average firing rate
during the GABA infusion (firing rate in the trial preceding
GABA = 8.27 [7.59, 8.99] spikes/s and firing rate in the trial follow-
ing GABA = 4.76 [4.36, 5.22] spikes/s), followed by an increase in
firing rate in specific trial phases (Fig. 5D). Figure 5 (E and F) char-
acterizes how the task encoding effect varied during the baseline,
after GABA, and recovery period. The most significant changes in-
cluded an increase in firing rate following the reward phase in in-
correct trials during the recovery period. This manifested as a
greater difference between correct and incorrect trials and an in-
crease in single-unit decoding accuracy during the recovery period.

Similar to the premotor cortex recordings, there was a modula-
tion of LFP oscillatory content following GABA delivery. Using the
FOOOF algorithm, we found that there was a significant decrease in
the 11- to 15-Hz, 27- to 32-Hz, and 54- to 60-Hz bands (Δ11–15 =
−1.05 [−1.72, −0.29] dB, Δ27–32 = −3.56 [−4.29, −2.71] dB, and
Δ54–60 = −1.5 [−1.72, −0.29] dB) and a significant increase in the
76- to 85-Hz band (Δ76–85 = 0.33 [0.03, 0.63] dB; Fig. 5, H and I). In
contrast to the premotor cortex, there was a decrease in the rate of
exponential decay (Δexponent = −0.04 [−0.06, −0.02] dB), resulting
in elevated broadband high-frequency activity (Fig. 5I). The
changes in the 27- to 32-Hz and 54- to 60-Hz bands, as well as
the aperiodic exponent, were significantly greater than those
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Fig. 5. The effects of intrastriatal GABA infusion on single-unit and LFP reward encoding in the putamen. (A) Magnetic resonance imaging (MRI) of the NHP subject
in this study. The yellow line indicates the implantation trajectory of the fiber. (B) The waveform of single-unit activity was stable before and after GABA (25 nl/min)
delivery. (C) Single-unit activity during correct and incorrect trials of the DMS task in Fig. 4 (B and C) (cyan shading, GABA infusion). (D) Single-unit firing rate varied
within and between trials (black rectangle, GABA infusion). (E and F) The task encoding effect (a scaling factor for within-trial firing rate) during correct (E) and incorrect (F)
trials varied between the baseline (blue), inhibition (red), and recovery (yellow) periods. (G) Decoding accuracy for correct versus incorrect trials was above the null
(dashed line) after GABA was infused (gray shading, 95% confidence intervals; cyan shading, GABA infusion). (H) The change in mean LFP peak power between 10
min before and after GABA infusion. Asterisks indicate bands with changes significantly greater than observed in recordings without GABA infusions (fig. S15). (I)
The mean and 95% confidence intervals for spectral power before (blue) and after (red) GABA. Dashed lines: Mean aperiodic component before and after GABA.
Inset: Mean and 95% confidence intervals for the spectral power minus the aperiodic component. (J) The probability that peak power in the 27- to 32-Hz (yellow)
and 54- to 60-Hz (blue) bands was greater than or equal to the peak power before GABA delivery. Periods where this probability was below 0.1 are shaded in gray.
(K) LFP amplitude across trials. Cyan shading: GABA infusion. (L) The mean and 95% confidence intervals (gray shading) for LFP amplitude across trials. (M) Correct
versus incorrect trial decoding accuracy using LFP observations was above the null (dashed line) throughout the experiment.
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observed during putamen recordings with no infusions (fig. S15).
Figure 5J shows the time course of the change in LFP oscillatory
power in the 27- to 32-Hz and 54- to 60-Hz bands.

As in the premotor cortex, we found that, despite these changes
in the oscillatory structure, task-evoked potentials were relatively
stable throughout the experiment (Fig. 5K). Task-evoked LFP activ-
ity varied significantly between correct and incorrect trials (Fig. 5L),
which enabled accurate decoding of correct and incorrect trials
from LFP throughout the experiment (Fig. 5M and fig. S13). We
did not find any significant changes in task performance compared
to pre-GABA task performance (fig. S14).

DISCUSSION
Electrophysiological recording during pharmacological neuromo-
dulation offers insight into causal roles of neurochemical signals
in neuronal computation and behavior, promising to empower
future diagnostics and therapies of neurological and psychiatric
conditions. However, tools to enable such experiments in
complex organisms, such as NHPs or human patients, remain
scarce. To our knowledge, there has only been one study conducted
more than two decades ago of near simultaneous iontophoretic
drug delivery and electrophysiology in the striatum of an awake, be-
having macaque (58). Notably, despite significant clinical interest in
drug delivery to deep brain structures (16, 59–61), physiological
measures of the local effects of the drugs have been limited by the
lack of available technologies. Large, stiff, or brittle devices pose sig-
nificant safety risks to deep brain structures near life-sustaining vas-
culature (62). Our probe design overcomes these challenges by
minimizing the fiber diameter and using flexible polymer, deliver-
ing autoclavable devices with significantly lower stiffness than state-
of-the-art probes used for intracranial drug delivery experiments in
NHPs (Fig. 1).

Multifunctional fibers enabled detailed investigation of the effect
of local inhibition on cognitive neural encoding in both the cortex
and putamen of an awake, behaving macaque. We found that,
overall, GABA had the anticipated inhibitory effect on neuronal
firing rates. Variability in the degree of inhibition reflects heteroge-
neity in GABA receptor expression, cellular excitability, and synap-
tic input (47, 48, 63). During the recovery period, we observed
compensatory responses, with some neurons exhibiting higher
firing rates than at baseline. We found that single-unit and LFP ac-
tivity encoded task-related information even while firing rates were
suppressed. Because of the highly redundant and flexible nature of
the brain, we did not anticipate that unilateral intracortical micro-
infusions would affect behavior (18, 19). By locally modulating
neural excitability, we probed how information encoded in intact
neural circuits adapts in the presence of changing neurochemical
environment to maintain stable behavioral states (Figs. 4 and 5
and fig. S14).

In vivo neuromodulation affects neural dynamics across time-
scales ranging from seconds to hours. To characterize this broad
dynamic range, we developed and implemented state-space
models that offer millisecond, single-trial resolution of neural activ-
ity as it relates to behavior. First, we characterized the change in
neuronal firing rate during and after local GABA infusion by esti-
mating a state-space point process model of single-unit activity
(Fig. 2). To gain detailed insight into how local GABA infusion af-
fected neural computations, we developed a SS-GLM of firing rate

variations within and across trials of the working memory task
(Fig. 4). Application of this model revealed that encoding of cogni-
tive task information by single units was not stationary and evolved
throughout a period of temporary inhibition evoked by local GABA
delivery. These results highlight that cognitive encoding by single
units is dynamic (8, 64) and can be altered by changes in local con-
centrations of neurotransmitters such as GABA.

We found that local drug delivery caused sustained changes in
the oscillatory structure of LFP (Fig. 3). Local inhibition resulted
in significant reduction of oscillatory power in the prominent
beta and gamma frequency bands, each of which have been associ-
ated with cognitive function, including working memory (4, 43, 54).
Despite changes in oscillatory content, task-evoked potentials pro-
vided a reliable signal for decoding task information, even during
periods of near complete spike inhibition. Task-evoked LFP activity
is associated with both local spiking and coordinated synaptic activ-
ity (65). We hypothesize that the primary contribution to task-
evoked potentials was synaptic input from neural populations unaf-
fected by local GABA infusions. Using multifunctional probes to
investigate the relative contribution of local spiking and coordinat-
ed synaptic input would enable further exploration of this
hypothesis.

In addition to empowering fundamental neuroscience, multi-
functional fibers are poised to facilitate clinical research and
disease management in patients. Intracranial drug delivery is used
clinically for chemotherapy (66), gene therapy (67), and growth
factor delivery (68). The current gold-standard probe implantation
procedure relies on acquisition of magnetic resonance imaging
(MRI) images throughout the surgery, which only provide coarse
snapshots of the implantation process (67). Many microscale sub-
cortical structures have characteristic electrophysiological signa-
tures that can act as biomarkers for implantation trajectories (69–
72). MRI-compatible multifunctional fibers with embedded elec-
trodes (36) would improve MRI-guided neurosurgical procedures
by offering real-time readout of probe location. Electrophysiology
recordings can also reveal seizure foci (62), and infusion of inhibi-
tory compounds through the same probe could facilitate termina-
tion or prevention of seizures (16). Given the broad range of
translational opportunities for electrofluidic neurotechnology, our
study in macaques provides a timely demonstration of the safety,
sterility, and robustness of multifunctional fiber neurotechnology.

While the present study was limited to a single subject, our
devices were designed to be compatible with commercially available
microdrive systems and standard headstages, which will facilitate
dissemination of this technology to the translational medicine
and NHP neuroscience communities. Future device development
will include extending the device functionality along the length of
the fiber to increase electrode count and incorporating optical stim-
ulation and recording (36, 37, 39). To further interrogate behavioral
effects of neuromodulation, assemblies of fibers (fig. S1, E and F)
could be used to deliver several submicroliter infusions across mul-
tiple locations, thereby modulating a large enough volume of cortex
to elicit a behavioral response while maintaining stable electrophys-
iological recordings. Combined with state-space models designed to
track neural dynamics over broad timescales, our multifunctional
fibers will empower fundamental studies of neural computation
in complex organisms and pave the way for clinical applications
of neuromodulation and recording in patients.
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MATERIALS AND METHODS
Study design
The goal of this study was to introduce fiber neurotechnology to the
field of translational NHP neuroscience. We sought to empower
neuroscientists by expanding the hardware and analysis toolboxes
through the development of multifunctional fibers and state-space
models of neural activity and demonstrating their synergy in a
meaningful neurobiological context. We performed a controlled
laboratory study to demonstrate that multifunctional fibers can si-
multaneously modulate and record neural activity in an awake
macaque performing a working memory task. We expanded on
data analysis methods that have been demonstrated to optimally
characterize single-unit and LFP activity and demonstrated how
their application could provide detailed measurements of the
effects of localized modulation on cognitive neural activity. Our ex-
perimental demonstration was completed across 16 sessions in one
macaque. Following the National Institutes of Health (NIH)’sGuide
for the Care and Use of Laboratory Animals, we worked with the
minimum number of animal subjects necessary to demonstrate
device efficacy. The selected neuromodulatory compound, GABA,
has a well-characterized inhibitory effect that is consistent across
animals. Because neural activity can be variable in the absence of
modulation, we replicated the infusion across multiple sessions to
ensure that periods of inhibition were caused by GABA infusions
and not coincidental. We completed vehicle control experiments
with saline/aCSF to account for any mechanical effects of fluidic in-
fusion and compared those effects to experiments with no infu-
sions. Data from all sessions were included in this study; data
preprocessing is described in detail in Supplementary Materials
and Methods.

Device fabrication
We fabricated multifunctional fibers with four tungsten microelec-
trodes (25-μm diameter), two microfluidic channels [(49.9 ± 0.7)
μm by (62.4 ± 0.8) μm], and a PEI (Tg = 217°C) cladding. Fiber di-
ameter was tuned between 150 and 200 μm by varying the condi-
tions of the thermal drawing process (Fig. 1), which has been
previously described in detail (36, 37, 73). The fiber was then cut
into 10-cm sections and connected to a custom backend interface.

Sterilization
All fiber and backend materials were selected to allow for autoclave
sterilization of the devices. The connected devices were steam auto-
claved at 121°C for 45 min. After assembly in the cranial grids (Sup-
plementary Materials and Methods and Fig. 1F), the tips of the
fibers were soaked in chlorhexidine diacetate (Novalsan) and
rinsed with sterile water.

Animal experiments
All surgical and animal care procedures were approved by the Mas-
sachusetts Institute of Technology (MIT)’s Committee on Animal
Care and were conducted in accordance with the guidelines of the
NIH and MIT’s Department of Comparative Medicine (protocol
0619-035-22). Experiments were conducted with one female
macaque (Macaca mulatta, age of 21 years, weight of 9.3 kg).
There were four ventral premotor cortex recordings with GABAmi-
croinfusions, four ventral premotor cortex recordings with saline or
aCSF microinfusions, four ventral premotor cortex recordings with

no microinfusions, one putamen recording with a GABA microin-
fusion, and three putamen recordings with no microinfusions. To
compare neurophysiology over the course of microinfusion record-
ings, we define four periods: (i) the baseline period, before any fluid
was delivered; (ii) the infusion period(s), during intracranial micro-
infusion(s); (iii) the inhibition period, 10 min following the last mi-
croinfusion; and (iv) the recovery period, greater than 20 min after
microinfusion(s). To compare similar experimental periods in re-
cordings without microinfusions, we consider two periods: (i) base-
line, 0 to 10 min after the beginning of the recording; and (ii) after
baseline, greater than 13 min following the beginning of the record-
ing. Recordings were collected while the macaque performed a
DMS task (Fig. 4) (43, 54).

Statistics
Confidence interval notation
For variables where the quantity is expected to follow a Gaussian
distribution, we report the means ± SEM. For other quantities, in-
cluding those computed through bootstrap and Monte Carlo esti-
mation (Supplementary Materials and Methods), we report the
median [2.5th percentile, 97.5th percentile].
Estimating firing rate with point process models
To characterize the firing rate of single units, we model single-unit
activity as a point process (6–8, 55). For a given window of time, the
probability of an action potential can be characterized with an in-
stantaneous event rate parameter λ(t). The instantaneous firing rate
of a neuron is dependent on inherent properties, such as refractory
periods and bursting properties, as well as external factors, like be-
havioral stimuli. Thus, we model single-unit activity with instanta-
neous spike rate conditioned on the underlying state of the unit
using a point process model. The instantaneous rate of single-unit
activity is characterized by the conditional intensity function

λðt jXtÞ ¼ lim
Δ!0

Pr½Nðt; t þ ΔÞ jXt�

Δ
where Xt refers to the state of the neuron at time t, which is influ-
enced by spike history and other modulating factors. N(t, t + Δ)
denotes the number of spikes in the interval (t, t + Δ], and
Pr[N(t, t + Δ)∣Xt] is the probability of N spikes given the state at
time t. The conditional intensity function λ(t∣Xt) characterizes a
point process model of spiking activity, where inter-spike intervals
are dependent on the underlying state of the unit.

We use two methods for characterizing single-unit firing rate
over time. The first is a state-space point process model (7),
where the sources of firing rate variation (e.g., spike history, encod-
ing of behavioral information, and drug modulation) are character-
ized by a state variable xt, which varies according to a Gaussian
process model. The second method to model firing rate character-
ized both within-trial and across-trial dynamics. We use a SS-GLM
approach to characterize the dynamic relationship between instan-
taneous firing rate, trial phase, and spike history (8, 55).

To investigate task encoding between different trial variants, we
further separated the training trials on the basis of which trial
variant they belonged to (e.g., correct versus incorrect trials) and
estimated a unique set of model parameters for each trial variant.
The identity of a given test trial was decoded by comparing the de-
viance of the observed test data from each estimated model.
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Time-frequency analysis of LFP oscillations
To compare awake LFP oscillatory structure before and after GABA
or saline delivery, we characterized the LFP spectra using the
FOOOF algorithm (50). The FOOOF algorithm models a given
PSD as a sum of an aperiodic exponential decay component and
Gaussian peaks for each periodic oscillation.
Characterizing task-evoked LFP
We modeled the relationship between LFP amplitude and trial
epoch using an autoregressive model with trial covariates. To
decode between trial variants from LFP, we used a similar method
to the approach used for spike data. For a given test trial, we calcu-
lated the sum of squared error (SSE) between observed and predict-
ed LFP from models trained with each trial variant and selected the
trial variant with the lowest SSE.

Supplementary Materials
This PDF file includes:
Supplementary Materials and Methods
Figs. S1 to S16
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